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Figure 1. Illustration of the neural network used in the video sum-

marization module, where L represents the sequence length of in-

put visual features, F is the input feature size, and H denotes the

hidden size.

A. Neural Designs of SM

Figure 1 shows the neural architecture we used in the

video summarization module. It is mainly composed of the

multi-head attention layer and the full connection layer, and

the layer normalization is employed to help the training of

the neural network. The importance map output by the net-

work is finally used for video summarization.

B. Neural Designs of LM

Figure 2 illustrates the neural network architecture of the

video moment localization module. It is mainly composed

of the linear projection layer, the convolutional layer, and

the multi-head attention layer. The layer normalization is

also used to help the training of the neural network.

The Context-Query Attention layer [3, 4] is used to cap-

ture the cross-modal interactions between visual and textual

features. Given input visual features V ∈ R
n×dv and textu-

ral features Q ∈ R
m×dq of this layer, it first uses the matrix

*Corresponding author.

x4

Concatenate with Query

Output Localized Boundaries

(L, F) (L_q, F)

(L, H) (L_q, H)

(L, H) (L_q, H)

(L, H) (L_q, H)

(L, H) (L_q, H)

(L, H) (L_q, H)

(L, H)

(L, 1)

(L, 1)

(L, 2)

Figure 2. Illustration of the neural network used in the video mo-

ment localization module, where L represents the sequence length

of the input visual feature, L q represents the sequence length of

the input textual feature, F is the input feature size, and H denotes

the hidden size.

product to calculate the similarity matrix C ∈ R
n×m be-

tween V and Q, and then the textual-to-visual attention T
is calculated as follows:

T = RowNorm(C) · ColNorm(C)T · V (1)

where RowNorm(C) and ColNorm(C) represent the row

normalization and column normalization of matrix C, re-

spectively. The visual-to-textual attention T is calculated

by:

T = RowNorm(C) ·Q (2)

Context-Query Attention layer outputs the feature vector
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(a) Qualitative results on a randomly-sampled video from the moment local-

ization dataset Charades (thus no ground truth for video summarization).
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(b) Qualitative results on the video drawn from the SumMe dataset.

Figure 3. Illustration of the qualitative results on both the video

summarization and video moment localization datasets. In (a), the

first row represents the selected video frames based on the gen-

erated video summaries, the second row denotes the importance

map generated by the video summarization module, the third row

is the importance map generated by the moment localization mod-

ule, and the fourth row is the importance map after propagation.

In (b), the first four rows have the same meaning as in (a), and the

last row represents the ground-truth summary annotated by users.

S that adopts the attention weights to encode both visual

and textual features, which is given by the following for-

mula:

S = FeedForwardNet(V ⊕ T ⊕ V � T ⊕ V � T ) (3)

where ⊕ represents the concatenation operation, and � de-

notes the Hadamard production.

The importance map generated by the LM neural net-

work is used for video moment localization and subsequent

collaborative teaching.

C. Qualitative Results
In addition to the quantitative performance compari-

son experiments presented in the main text, we have also

conducted a few qualitative experiments for the proposed

method. As shown in Figure 3, we visualize the impor-

tance maps generated by SM and LM on both the video

summarization and video moment localization datasets, to-

gether with the results after importance propagation. Fig-

ure 3 chooses the video 406LH in the Charades [1] dataset

and the 20th video in the SumMe [2] dataset in (a) and (b)

respectively. The results of qualitative experiments provide

more intuitive understanding of the effectiveness of the pro-

posed method.
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