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ABSTRACT

Visual Question Answering (VQA) has gained increasing atten-

tion as being the cross-disciplinary research of computer vision

and natural language understanding. However, recent advances

mostly treated it as a closed-set classification problem, by limiting

the possible outputs to some fixed frequent answers available in a

training set. Although effective on benchmark datasets, this para-

digm is inherently defective—the VQA model would always fail on

a question whose correct answer is out of the answer set, which

severely hampers its generalization and flexibility. To try to close

the gap, we explore an open-set VQA setting, where models are

evaluated using novel samples with unseen answers given dynamic

candidate answers from some candidate-generation module. For ex-

perimental purposes, two oracle candidate-sampling strategies are

proposed to serve as a proxy for the candidate-generation module

and generate dynamic candidate answers for testing samples. The

conventional classification-based paradigm is no longer applicable

in our setting. To this end, we design a matching based VQA model,

in which a novel Single-Source Graph Convolutional Network (SS-

GCN) module is designed to jointly leverage question guidance and

dual semantic answer-graphs to produce more discriminative and

relevant answer embeddings. Extensive experiments and ablation

studies by re-purposing two benchmark datasets demonstrate the

effectiveness of our proposed model.
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1 INTRODUCTION

In the past years, the advancement of deep learning has greatly

promoted the development of many fields, especially computer

vision [13, 17] and natural language understanding [7, 29]. Based

on the success of single-modality tasks, integrating multi-modality

information is now seen as the next step towards general artificial

intelligence. As the fusion of vision and natural language, visual

question answering (VQA) [3] has gained more and more attention,

and many researchers have explored a variety of approaches for

it [1, 3, 5, 8, 10, 11, 14, 18, 21, 24, 25, 30, 36].

Despite the improvement on existing VQA datasets [3, 12, 16],

most previous VQA models are inherently defective—they limit

all possible outputs to some fixed frequent answers available in

a training set, and treat VQA simply as a closed-set classification

problem [1, 3, 5, 8, 10, 11, 18, 21, 24, 30, 36]. This paradigm was

proven to be effective for improving accuracy on particular datasets,

but its drawback is obvious—the VQA model would always fail on

a question whose correct answer is out of the answer set, which

severely hampers its generalization.

Several previous works paid attention to the generalization is-

sue [2, 19, 31], and proposed different evaluation protocols. But

they mostly focused on generalization to novel words [19, 31] or

unseen compositions of seen concepts [2]. Few of them considered

the more challenging open-set setting, where models are faced with

novel samples with unseen answers. To try to close the gap and

promote subsequent researches, we explore the open-set scenario

in this paper. Different from conventional VQA where training and

evaluation samples are i.i.d. drawn from the same distribution, we

construct a testing set with all answers unseen during training to

evaluate the model generalization to open-set samples1.

We suggest that an ideal pipeline for this setting should contain

two stages—first a candidate-generation stage to generate several

possible answers based on pre-analysis of the image and question,

and then an answering stage to choose the best answer among

them. Since our focus in this work is more on the second stage, i.e.,

designing more generalizable answering models, we adopt an oracle

approach for the first stage. Specifically, we propose two candidate-

sampling strategies to simulate the answer-generation module and

provide dynamic candidate answers for testing samples.

In order to perform well in the open-set setting, the VQA model

is required to handle novel samples with dynamic and unseen can-

didates, so the conventional closed-set classification paradigm is

1Limited by the datasets for experiments, the testing answers are actually finite and
not really open-set, but VQA models would not be aware of this and could not utilize
any information about testing answers for training, unlike in some zero-shot learning
setting [33], so this simulates the real open-set situation.
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no longer applicable. To this end, we design a novel VQA model

that selects the answer based on matching instead of classification.

Our model conducts VQA by projecting image-question pairs and

candidate answers to the same embedding space, and predicts the

answer feasibility by computing an embedding correlation score.

Previous works like [14] also adopted such a matching paradigm,

but they learned the embedding for each answer separately, and

purely from the answer word-embedding. Such an embedding mod-

ule ignores the rich contextual information contained in the answer-

relationship and the question, thus leading to significant perfor-

mance degradation for novel samples, as shown in Table 5 of [14].

We propose to integrate these two aspects of information in a novel

Single-Source Graph Convolutional Network (SSGCN) module, to

help produce more discriminative and context-relevant answer

embeddings.

To validate the effectiveness of our design, we conduct extensive

experiments by re-purposing two benchmark datasets, VQA [3] and

VQAv2 [1]. The results consistently demonstrate the superiority of

our proposed model.

Our main contributions can be summarized below:

1) We explore a novel open-set VQA setting as a step towards

a more realistic situation. Our setting extends conventional VQA

which leads to sub-optimal models by treating VQA as a closed-set

classification problem, and thus lacks the capability of generalizing

beyond training answers.

2) We design a novel VQA model based on matching, in which a

special Single-Source Graph Convolutional Network(SSGCN) mod-

ule is proposed to jointly utilize question guidance and dual se-

mantic answer-graphs to produce more discriminative and context-

related answer embeddings.

3) Extensive experiments and ablation studies by re-purposing

two VQA datasets demonstrate the effectiveness of our model.

2 RELATEDWORK

Free-form and open-ended Visual Question Answering (VQA) was

proposed in [3] as the fusion of vision and natural language. The

authors [3] released the VQA dataset, together with several base-

line models. However, in the original experiments [3], the authors

adopted the top-𝐾 frequent-answer classification paradigm, which

affected subsequent works to follow it and keep its pipeline up to

now [1, 5, 8, 10, 11, 18, 21, 24, 30, 36]. The research focus of previous

works on VQA was mainly about designing more effective multi-

modality integration mechanisms [5, 8, 10, 11, 18, 21, 24, 30, 36],

while only a few works tried to explore beyond the closed-set clas-

sification paradigm [14, 25, 34].

In [34], the authors used an LSTM to generate answers instead

of selecting from a pre-defined answer set. Although more flexible

compared to direct answer classification, the generation process is

still a sequential closed-set classification task over a pre-defined

vocabulary, so the model is still prone to fail on open-set samples

where the correct answers (words) are not encountered before.

Our work is more similar to [14]. The authors proposed an an-

swer embedding module that can generalize beyond training an-

swers. But they only explored cross-dataset transfer learning within

a closed-set framework, and their embedding module ignored the

rich contextual information contained in the answer-relationship

and the question, which led to significant performance degradation

on novel samples, as shown in Table 5 of [14].

Recently, the authors of [25] proposed to utilize off-the-shelf

visual and linguistic data to cope with novel answers. They relied

on additional visual data corresponding to all possible answers /

concepts to pretrain the answer classifier, which is expensive to

employ since collecting visual data for every answer is barely prac-

tical. In our matching based pipeline, an answer could be handled

as long as we extract its word-embedding and relationship with

other candidates, which is more easier to obtain.

There are also several works exploring changing the VQA set-

ting to evaluate the model generalization ability [2, 19, 31]. In [31],

the authors proposed a zero-shot setting for multi-choice VQA, to

evaluate the model generalization to samples with unseen words.

In [2], the authors focused on generalization to unseen compo-

sitions of seen concepts, and proposed a compositional split of

the VQA dataset [3] for evaluating the compositionality of mod-

els. The authors of [19] drew inspiration from the human’s ability

to transfer knowledge from the input (i.e., reading and listening)

to the output (i.e., writing and speaking), and proposed the Zero-

Shot Transfer VQA(ZST-VQA) dataset to explicitly evaluate the

knowledge-transfer performance from question (answer) to answer

(question). Different from our work, the focuses of these works are

either on handling novel words or handling novel compositions,

while the open-set setting of our concern is more challenging in

the sense that both novel factors exist in the unseen answers.

3 METHODS

We first give details of the proposed open-set setting in Section 3.1,

and then elaborate on our model and the training strategy in Sec-

tions 3.2 and 3.3.

3.1 Open-Set VQA

Formally, for a VQA dataset D𝑎𝑙𝑙 = {(𝐼1, 𝑄1, 𝐴1), (𝐼2, 𝑄2, 𝐴2), . . . ,
(𝐼𝑁 , 𝑄𝑁 , 𝐴𝑁 )}, where 𝐼 , 𝑄 , and 𝐴 stand for image, question, and

ground-truth answer, respectively; 𝑁 is the total number of all

samples. We collect all answers as A𝑎𝑙𝑙 , and divide A𝑎𝑙𝑙 into three

disjoint sets A𝑡𝑟 , A𝑣𝑎𝑙 , and A𝑡𝑒 ; samples are also partitioned ac-

cording to their ground-truth answers as D𝑡𝑟 , D𝑣𝑎𝑙 , and D𝑡𝑒 , i.e.,

we constrain them to have disjoint answers explicitly. Models are

trained on D𝑡𝑟 and validated on D𝑣𝑎𝑙 , with no knowledge about

D𝑡𝑒 or A𝑡𝑒 . Evaluation on D𝑡𝑒 is the same as conventional VQA—

providing each (𝐼𝑖 , 𝑄𝑖 ) pair and comparing the model output to

the ground-truth answer 𝐴𝑖 . We call this setting open-set because

the answer set during evaluation, A𝑡𝑒 , is totally unknown during

training, and is beyond the closed set A𝑡𝑟 ∪ A𝑣𝑎𝑙 .

To handle the open-set evaluation on D𝑡𝑒 , we suggest a two-

stage pipeline. Ideally, when the model is given (𝐼𝑖 , 𝑄𝑖 ), another

special module should be run first to generate a set of candidate

answers 𝐴𝑐𝑎𝑛𝑑𝑖,𝑠 , utilizing some internal knowledge bases and aux-

iliary tools (e.g., image-analysis model); here 𝑠 denotes the size

of the candidate set, i.e., |𝐴𝑐𝑎𝑛𝑑𝑖,𝑠 | = 𝑠 , which could be affected by

user-preference for the answer granularity, domain, etc. Then at

the second stage, the VQA model / the answering module chooses

from 𝐴𝑐𝑎𝑛𝑑𝑖,𝑠 a best prediction as output.

Full Research Paper  ICMR  ’21, August 21–24, 2021, Taipei, Taiwan

412



rug
table
couch
bunk

What are 
the bears 
sitting on?

GloVe

KS

Co-embedding Image-question 
Co-embedding

Answer 
Relationship

GRU

Answer Scoring+argmax

SSGCN

couch

Learnable GraphsPrior Graph

Initial Embedding

Final Answer 
Embeddings

Answer-embedding Module

Co-embedding Module Answer Scoring Module
Candidate-
generation

Figure 1: The structure of the whole model. Given an input image, a question, and a candidate answer set, first the co-

embeddingmodule integrates the image and question to produce a joint embedding feature, and then the novel SSGCNmodule

generates embeddings for all answers, utilizing both the dual semantic answer-graphs and the question guidance. Finally, the

answer scoring function computes the feasibility score of each answer based on the correlation of embeddings, and a simple

argmax gives the final output answer.

As stated above, the focus of this work is on designing more

generalizable answering models to handle novel samples given dy-

namic and unseen candidate answers, while developing an effective

and efficient answer-generation module is out of our scope and

would be left for future work. Therefore, in all our experiments, we

simplify the first stage and design two oracle strategies to generate

candidate answers for each question.

The first strategy is to simply randomly select some answers

from A𝑡𝑒 and group them with the correct answer (known to

the oracle but not to the model) as a candidate set. This strategy

is easy to implement, but the resultant answer sets may contain

candidates with irrelevant semantics, so are not challenging enough.

To attempt to address this, we propose another semantic candidate-

sampling strategy. Specifically, we extract the pre-trained GloVe

word-embeddings [27] for each answer (average for multi-words

answers), and construct an answer set of size 𝑠 for a particular

question by fetching the top-2𝑠 nearest neighbors of its ground-
truth answer in A𝑡𝑒 , using cosine distance of the embedding, and

then randomly select 𝑠 − 1 wrong answers from the neighbors to

form the candidate set together with the ground-truth. Note that

we keep some randomness in the semantic strategy to simulate the

unpredictability in practice. We measure the performance using

both sampling strategies with different candidate sizes 𝑠 in Section 4
.

3.2 Matching-based VQA Model

To handle open-set samples given candidate answers, we design a

matching-based VQA model as the answering module. Our model

mainly consists of threemodules: an attention-based image-question

co-embeddingmodule, a question-guided semantic dual-graph answer-

embedding module, and an answer scoring function. The structure

is shown in Figure 1.

Attention-based Image-question Co-embedding Module.

As the common practice in VQA, the input from two modalities

should be integrated together first in order to align their semantics

and fuse the features. The integration mechanisms have been exten-

sively studied by previous works [5, 10, 11, 18, 21, 24, 30, 36]. Since

we mainly concern about generating a better answer embedding

for the open-set condition in this work, basically any co-embedding

module could be used here. We choose the structure of [30] for our

model as well as all baselines due to its simplicity and effectiveness.

We refer readers to [30] for the details. The output of this module

is a single feature ˜𝒉, which encodes the image and question jointly.

Question-guided Semantic Dual-graph Answer-embed

Module. After encoding the image-question pair, we then proceed

to embed all candidate answers to the same space in order to con-

duct correlation-based matching to select answers. As stated above,

we propose to utilize the semantic dual answer-graphs and the

question guidance in this embedding process to help generate more

discriminative and semantics-relevant embeddings. The details are

given below.

Given a candidate set 𝐴𝑐𝑎𝑛𝑑𝑖,𝑠 , we first construct a graph over all

answers in it. An answer-graph connects every two candidate an-

swers with a weighted edge, which reflects the semantic relevance

between them. Such relevance information could help embed all

candidates jointly instead of separately as in [14], so as to prop-

erly adjust the whole embedding distribution to better preserve

semantics and underline their differences. To fully utilize the rich

semantic relationship between answers, we propose to integrate

two types of graphs.
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Q: What is the cat putting his face in?
A: Pitcher
(Meaning: A large clay container with 
a small opening and one or two 
handles)

Q: What position is this man playing?
A: Pitcher
(Meaning: The player who throws ball 
to batter)

Figure 2: Examples showing the answer ambiguity. The

same answer “pitcher" means quite differently for the two

questions. Samples are chosen from the VQAv2 [1] dataset.

First, a prior graph with fixed connection weights. Formally, let

G𝐴,𝑝 = {N , E} denotes the prior graph, where each node 𝑛𝑖 ∈ N

denotes one answer and an edge between two nodes (𝑛𝑖 , 𝑛 𝑗 ) ∈ E

has a weight 𝑒 (𝑛𝑖 , 𝑛 𝑗 ) representing the semantic similarity score

of them. We retrieve the similarity scores of answers from some

external Knowledge Source (KS). The implementation details are

deferred to Section 4.2 for clarity.

Then, complementary to the external knowledge, we build an-

other group of learnable graphs G𝐴,𝑙𝑚 = {N , E}(𝑙𝑚 ∈ {1, 2, 3, . . . ,
head_num}) to discover more latent relationships contained in the

data. We use the multi-head attention mechanism [32] to project

all answers into multiple semantic spaces, and then compute corre-

lations in each space as edge weights to construct different graphs.

The detailed implementations are elaborated later.

Besides the answer-graphs, we also propose to integrate ques-

tion information as guidance for answer embedding. Most previous

works either consider question together with the image [5, 10, 11,

14, 18, 21, 24, 30, 36], or directly fuse question, image, and answer

to score the feasibility [8, 15], while the role of question as the

semantic context to guide the answer embedding is largely unex-

plored. It is intuitive that the question context could help filter and

disambiguate answers. For example, for the question “What fruits

are pictured on the wall?", answers like “dog" or “electricity" would

rarely be correct, so their embeddings would tend to be far from

the input embedding no matter what images are given. In addition,

as shown in Figure 2, for the same word “pitcher", it is the correct

answer for both questions “What position is this man playing?" and

“What is the cat putting his face in?", but their meanings are totally

different. Such semantic ambiguity is ubiquitous in natural lan-

guage, and could be alleviated considering question as the context.

Even for answers with less ambiguity, the question could also help

produce more context-relevant embeddings.

To jointly utilize answer relationship and question guidance, we

incorporate question 𝑄 into the above answer-graphs in a unified

way. To this end, we create another node 𝑛𝑞 to represent 𝑄 . In
order that the question could guide the answer embedding globally,

we connect 𝑛𝑞 to all answer nodes 𝑛𝑖 with directed edges from 𝑛𝑞
to 𝑛𝑖 . Following the terminology of graph theory, 𝑛𝑞 is called a

source, and the corresponding new graph G𝐴+𝑄,𝑝 / G𝐴+𝑄,𝑙𝑚 is a

single-source graph.

Based on the above construction, we design a Single-Source

Graph Convolutional Network (SSGCN) module to evolve all the

nodes in a unified framework. First, we initialize all the nodes. The

initial feature 𝒇 0𝑖 for each answer node 𝑛𝑖 is extracted from the pre-

trained word-embedding model GloVe [27], with simple average for

multi-word answers. For the question node 𝑛𝑞 , we use a learnable
GRU to aggregate the GloVe embeddings [27] of all tokens into one

feature 𝒇 0𝑞 . After initialization, our SSGCN proceeds as Eqns. (1)-(8):

𝒂𝑡+1𝑖,1 =
∑

𝑗 ∈N𝑒 (𝑖)

𝑒 (𝑛𝑖 , 𝑛 𝑗 )

|N𝑒 (𝑖) |
𝑊 𝑡+1

𝑎 𝒇 𝑡𝑗 , (1)

𝒂𝑡+1𝑖,2 = MultiHeadAttentionalAggregation𝑎 (𝒇
𝑡
𝑖 ,𝒇

𝑡
{ 𝑗 }), (2)

𝒂𝑡+1𝑖,4 = MultiHeadAttentionalAggregation𝑞 (𝒇
𝑡
𝑞,𝒇

𝑡
{ 𝑗 }), (3)

𝒂𝑡+1𝑖,3 =𝑊 𝑡+1
𝑞 𝒇 𝑡𝑞, (4)

𝒂𝑡+1𝑖,5 =𝑊 𝑡+1
𝑠 𝒇 𝑡𝑖 , (5)

𝒂̃𝑡+1𝑖 = LayerNormalization(

5∑

𝑘=1

𝒂𝑡+1𝑖,𝑘 ), (6)

𝒂𝑡+1𝑖 = LayerNormalization(ResidualUnit(𝒂̃𝑡+1𝑖 )), (7)

𝒇 𝑡+1𝑞 = ResidualUnit(𝒇 𝑡𝑞) . (8)

Eqns. (1)-(7) evolve answer node 𝑛𝑖 by aggregating features from
the dual-graph and question. Eqn. (1) aggregates neighboring node

features on the prior graph G𝐴,𝑝 . N𝑒 (𝑖) represents all neighbor-

ing answer nodes of 𝑛𝑖 with positive weights 𝑒 (𝑛𝑖 , 𝑛 𝑗 ).𝑊
𝑡+1
𝑎 is a

shared feature transformation matrix for all answer nodes. Eqn. (2)

corresponds to the multi-head attention mechanism to generate

multiple learned graphs G𝐴,𝑙𝑚 and aggregate features on them.

The detailed process is shown in Eqns. (9)-(12)—we project ev-

ery answer node embedding in time 𝑡 , 𝒇 𝑡𝑖 , to multiple key / value

spaces (Eqns. (9)(10)), and aggregate values for each node with dif-

ferent key-induced connection weights (Eqn. (11)). All key-induced

weights from the 𝑙𝑚-th key-value space forms the learned graph

G𝐴,𝑙𝑚 implicitly. All aggregated values for each node on different

learned graphs are finally concatenated and further transformed to

one feature as Eqn. (12). key_dim is the dimension of all keys 𝑘𝑡+1
𝑖,𝑙𝑚

.

𝒙 · 𝒚 means the dot-product between two vectors 𝒙 and 𝒚. After
that, Eqn. (3) utilizes the question node to generate a global answer

context by projecting it to the above key-value spaces and aggre-

gating values similar to the above. Eqn. (4) further transforms the

question embedding with matrix𝑊 𝑡+1
𝑞 and directly feeds it to all

answer nodes as question context. Eqn. (5) serves as an approximate

skip-connection to supply information from each node itself in the

last step. For 𝑡 = 0,𝑊 𝑡+1
𝑠 is a normal linear transformation matrix to

account for the change of dimensions. For 𝑡 > 0,𝑊 𝑡+1
𝑠 is fixed to the

identity matrix and thus becomes the standard skip-connection [13].

Eqns. (6)(7) finally aggregate all above information with further

transformation. LayerNormalization(·) is proposed in [4] and we

use it to accelerate and stabilize training. ResidualUnit(·) [13] is

implemented as ResidualUnit(𝑥) = 𝑊2ReLU(𝑊1𝑥 + 𝑏1) + 𝑏2 + 𝑥 .
Eqn. (8) is a self-evolving operation for the question node, since we

think that the question is the source input and should not depend
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on others.

𝒌𝑡+1𝑖,𝑙𝑚
=𝑊 𝑡+1

𝑘,𝑙𝑚
𝒇 𝑡𝑖 , (9)

𝒗𝑡+1𝑖,𝑙𝑚
=𝑊 𝑡+1

𝑣,𝑙𝑚
𝒇 𝑡𝑖 , (10)

𝒗̃𝑡+1𝑖,𝑙𝑚
=

|N |∑

𝑗=1

Softmax𝑗 (
𝒌𝑡+1
𝑖,𝑙𝑚

· 𝒌𝑡+1
𝑗,𝑙𝑚√

key_dim
)𝒗𝑡+1𝑗,𝑙𝑚

, (11)

𝒂𝑡+1𝑖,2 =𝑊 𝑡+1
𝑐 [𝒗̃𝑡+1𝑖,1 , 𝒗̃

𝑡+1
𝑖,2 , . . . , 𝒗̃

𝑡+1
𝑖,head_num] . (12)

After 𝑇 times of evolution, we output the answer embedding

𝒇𝑎,𝑖 =𝑊𝑜𝒇
𝑇
𝑖 .

Answer Scoring Function. After the above two modules, we

acquire the image-question co-embedding ˜𝒉 and all answer embed-

dings 𝒇𝑎,𝑖 . Then this function predicts the feasibility score for each

answer with Eqn. (13), where 𝜎 (·) stands for a sigmoid function.

The final answer is simply obtained by argmax𝑖 𝑠𝑖 :

𝑠𝑖 = 𝜎 ( ˜𝒉
𝑇
𝒇𝑎,𝑖 ). (13)

3.3 Loss

During training, to encourage the model not to be dependent on

the closed-set A𝑡𝑟 , instead of computing a classification loss over

the wholeA𝑡𝑟 , we simulate the evaluation condition where answer

sets are not fixed. To this end, for each iteration, we sample a random

mini-batchB = {𝐼1, 𝑄1, 𝐴1), (𝐼2, 𝑄2, 𝐴2), . . . , (𝐼 |B |, 𝑄 |B |, 𝐴 |B |)}, and

collect all the answers as AB =
⋃ |B |

𝑖=1 {𝐴𝑖 }. The size of AB is not

fixed due to answer overlapping and multi-answer samples, which

partially simulates the dynamic condition. Based on this paradigm,

following the suggestions of [30], we use a multi-class binary cross-

entropy loss with soft target scores 𝑠𝑏,𝑖 for the 𝑏-th sample and the

𝑖-th answer. The loss function is thus:

L = −

|B |∑

𝑏=1

|AB |∑

𝑖=1

(𝑠𝑏,𝑖 log 𝑠𝑏,𝑖 + (1 − 𝑠𝑏,𝑖 ) log(1 − 𝑠𝑏,𝑖 )) . (14)

The soft score is defined up to different datasets. For example, in

the VQA [3] and VQAv2 [12] datasets, 10 persons have provided

answers for one question, and the soft score of an answer is defined

as min(1,
# humans that provided that answer

3 ).

4 EXPERIMENTS

4.1 Datasets

We re-purpose the VQA [3] and VQAv2 [12] datasets for our open-

set experiments.

VQA [3] is based on the MSCOCO [20] images with manually

collected questions and answers. The training, validation and eval-

uation splits contain 248,349, 121,512 and 244,302 samples, respec-

tively. 10 answers from 10 human annotators are collected for each

question, but annotations for only the former two sets are provided,

so we conduct experiments only based on these two sets.

VQAv2 [12] expands the VQA [3] dataset by collecting com-

plementary samples, which makes the dataset more balanced. The

training, validation and evaluation splits contain 443,757, 214,354

and 447,793 samples, respectively. Same as above, only the training

and validation annotations are used in our experiments.

Both datasets are re-organized as Section 3.1 described. Some

example processed data together with the sampled candidates using

both sampling strategies are shown in Figure 3. As can be seen

that the semantic strategy in general provides many reasonable

distractors when contrasted with the random strategy. For example,

for the similar questions about “color", the random strategy provides

“crane" as the distractor, which is not even valid for the question,

while the semantic strategy provides a more feasible “yellow and

red". This is mainly because feasible distractors are likely to be close

to the correct answer in semantics, thus would be more probable

to be sampled by the semantic strategy since it takes semantic

similarity into consideration, while the random strategy totally

ignores this.

Compared with the similar multi-choice VQA setting (MC-VQA)

[3] which also provides candidates for each question, their candi-

dates are partially annotated by humans, which is labor-intensive,

while our strategies are fully automatic so are more scalable. An-

other difference from the MC-VQA is that all our candidates are

unseen during training, and the candidate size is dynamic instead of

fixed as in MC-VQA, which makes our setting more close to reality.

4.2 Implementation Details

We describe details for building the prior graph utilizing external

KS here.

For constructing the prior graph, we need to extract the semantic

similarity between answers. To this end, we explore two different

approaches: the first one is based on answer word-embeddings ex-

tracted from GloVe [27]; specifically, we compute cosine similarity

of every two answer word-embeddings, and set the weight of the

corresponding edge to it. GloVe embedding has been proven to be

semantic, and performs well in the word analogy and word similar-

ity tasks [27], so building graph based on it should be reasonable

for our purpose.

An alternative approach is to utilize the lexical database Word-

Net [23], since it describes the word structure based on semantic

meaning. We compute the similarity score of every two answer

phrases using the method of [22], on basis of path [28] andwup [35]

word similarity metrics. We represent models with these three

graphs as SSGCN-G, SSGCN-Wp, and SSGCN-Ww, respectively.

4.3 Competing Methods

Since our open-set VQA evaluates models with unseen answers,

most previous VQA models are not suitable since they follow the

closed-set classification paradigm and would be always wrong.

One exception is [14], as introduced in Section 1; they explored

a matching-based model similar to ours, so we use their model,

AnsEmbed, as one important competing method. Besides, consider-

ing the similarity of our setting to zero-shot learning (ZSL), we also

choose two widely-used ZSL methods, DeViSE [9] and ConSE [26],

on basis of the conventional VQAmodel [30] for comparison. There

is another type of model that could be used here—the (image, ques-

tion, answer) triplet-scoring based multi-choice VQA model, and

we also compare with one representative model, TriScore [15].

4.4 Results and Analyses

Evaluation metric. Following the convention of VQA [3] and

VQAv2 [12], 10 human annotators have provided answers for ev-

ery question, and the feasibility score of any answer is defined as
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Figure 3: Some examples of the evaluation data together with the generated candidates. Data with different candidate sizes 2

and 4 under two sampling strategies are shown. The most feasible answers are marked in bold.

Table 1: Evaluation results under the OS-VQA setting

on the VQA dataset, with pre-defined candidate sizes

{2, 4, 8, 16, 32, 64, 128, 170}. Random candidate-sampling is

used for the table above and semantic candidate-sampling

for the table below. Numbers in bold are the best results,

and numbers in blue are the best single-model results.

Model 2 4 8 16 32 64 128 170

ConSE [26] 0.9027 0.8251 0.7498 0.6828 0.5936 0.4976 0.3881 0.3403

DeViSE [9] 0.8662 0.7676 0.6903 0.6220 0.5558 0.4976 0.4404 0.4183

TriScore [15] 0.9345 0.8796 0.8133 0.7417 0.6607 0.5662 0.4773 0.4451

AnsEmbed [14] 0.9384 0.8902 0.8350 0.7746 0.7070 0.6308 0.5541 0.5216

SSGCN-G 0.9444 0.9074 0.8601 0.8114 0.7569 0.6935 0.6297 0.6007

SSGCN-Wp 0.9460 0.9092 0.8665 0.8166 0.7547 0.6879 0.6134 0.5828

SSGCN-Ww 0.9412 0.9083 0.8639 0.8135 0.7530 0.6883 0.6189 0.5897

SSGCN-3E 0.9536 0.9237 0.8881 0.8429 0.7919 0.7323 0.6652 0.6380

Model 2 4 8 16 32 64 128 170

ConSE [26] 0.6874 0.5614 0.4977 0.4637 0.4593 0.4531 0.3864 0.3408

DeViSE [9] 0.7800 0.6650 0.5977 0.5444 0.5068 0.4778 0.4410 0.4189

TriScore [15] 0.8237 0.7237 0.6482 0.5892 0.5609 0.5321 0.4786 0.4462

AnsEmbed [14] 0.8639 0.7745 0.7131 0.6624 0.6282 0.6049 0.5555 0.5219

SSGCN-G 0.8798 0.7957 0.7530 0.7161 0.6853 0.6710 0.6258 0.6011

SSGCN-Wp 0.8828 0.8133 0.7613 0.7080 0.6823 0.6626 0.6133 0.5828

SSGCN-Ww 0.8829 0.8137 0.7630 0.7177 0.6844 0.6646 0.6180 0.5895

SSGCN-3E 0.8972 0.8384 0.7949 0.7551 0.7229 0.7059 0.6653 0.6374

Human 0.9392 0.9325 0.9063 0.9038 - - - -

min(1,
# humans that provided that answer

3 ). We evaluate all models by

measuring their average feasibility scores over all samples.

Results under the Open-set VQA setting. Table 1 and 2 show

the evaluation results on re-purposed VQA [3] and VQAv2 [12]

datasets, under open-set VQA (OS-VQA) setting. Both random and

semantic candidate-sampling strategies are used for evaluation.

We compare all three versions of our model, as well as a simple

ensemble model, SSGCN-3E, with all baselines.

It is clear that our models surpass all baselines with large mar-

gins, no matter which prior graph used. Particularly, comparing

to the best competing method, AnsEmbed [14], the superiority of

our models demonstrates the effectiveness of utilizing answer rela-

tionship and question guidance. Meanwhile, we can observe that

the relative performance promotion of our models to AnsEmbed

Table 2: Evaluation results under the OS-VQA setting

on the VQAv2 dataset with pre-defined candidate sizes

{2, 4, 8, 16, 32, 64, 128, 250}. Random candidate-sampling is

used for the table above and semantic candidate-sampling

for the table below. Numbers in bold are the best results,

and numbers in blue are the best single-model results.

Model 2 4 8 16 32 64 128 250

ConSE [26] 0.8564 0.7598 0.6513 0.5416 0.4403 0.3539 0.2855 0.2283

DeViSE [9] 0.8005 0.6890 0.5918 0.5056 0.4319 0.3548 0.2916 0.2366

TriScore [15] 0.9295 0.8776 0.8093 0.7268 0.6215 0.5097 0.3954 0.2910

AnsEmbed [14] 0.9330 0.8876 0.8332 0.7688 0.6917 0.6055 0.5220 0.4373

SSGCN-G 0.9412 0.9080 0.8627 0.8065 0.7404 0.6695 0.5896 0.5116

SSGCN-Wp 0.9424 0.9081 0.8606 0.8043 0.7357 0.6614 0.5760 0.4985

SSGCN-Ww 0.9328 0.8987 0.8494 0.7930 0.7211 0.6457 0.5629 0.4886

SSGCN-3E 0.9482 0.9205 0.8786 0.8295 0.7657 0.6945 0.6178 0.5421

Model 2 4 8 16 32 64 128 250

ConSE [26] 0.5862 0.4100 0.3501 0.3130 0.2970 0.2891 0.2849 0.2270

DeViSE [9] 0.7156 0.5619 0.4504 0.3894 0.3456 0.3070 0.2924 0.2366

TriScore [15] 0.8155 0.6927 0.6055 0.5326 0.4776 0.4297 0.3963 0.2910

AnsEmbed [14] 0.8475 0.7499 0.6875 0.6305 0.5804 0.5349 0.5236 0.4371

SSGCN-G 0.8705 0.7807 0.7262 0.6697 0.6309 0.6028 0.5915 0.5112

SSGCN-Wp 0.8738 0.7766 0.7137 0.6650 0.6246 0.5863 0.5801 0.4986

SSGCN-Ww 0.8621 0.7693 0.7048 0.6501 0.6115 0.5758 0.5644 0.4881

SSGCN-3E 0.8858 0.8008 0.7440 0.6931 0.6605 0.6285 0.6171 0.5419

Human 0.9067 0.8733 0.8721 0.8508 - - - -

becomes larger as candidate size increases, which indicates that

these two aspects of information are of greater importance for more

difficult conditions. Ablation studies in Section 4.5 further validate

this.

When comparing among our models, we can see that their per-

formance is roughly close to each other, while SSGCN-G tends to

be slightly superior generally, particularly for large candidate sizes.

We conjecture that the prior graph built with GloVe [27] contains

more useful information for our VQA task. The model performance

should be further enhanced if better KS used. Also, with a simple

ensemble of all our three models, the model beats others absolutely,

illustrating the great potential of combining different KSs.

Finally, comparing between random-sampling and semantic-

sampling, we can observe that the results under semantic-sampling
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Table 3: Results under gOS-VQA setting on VQA dataset with

pre-defined candidate sizes {2, 4, 8, 16, 32, 64, 128, 256, 340}. Ran-
dom candidate-sampling is used for the table above and se-

mantic candidate-sampling for the below. More details and

analysis of the evaluation please refer to the text. Numbers

in bold represent the best results, and numbers in blue show

the best single-model results.

Model / candidate size 2 4 8 16 32 64 128 256 340

ConSE [26] 0.9150 0.8616 0.8002 0.7426 0.6793 0.6024 0.5326 0.4686 0.4462

DeViSE [9] 0.8837 0.8092 0.7485 0.6943 0.6442 0.5960 0.5461 0.5001 0.4795

TriScore [15] 0.9432 0.9040 0.8533 0.7931 0.7212 0.6391 0.5527 0.4632 0.4251

AnsEmbed [14] 0.9506 0.9189 0.8823 0.8416 0.7912 0.7349 0.6748 0.6057 0.5786

SSGCN-G 0.9559 0.9294 0.8984 0.8626 0.8167 0.7652 0.7053 0.6437 0.6178

SSGCN-Wp 0.9566 0.9301 0.9002 0.8621 0.8165 0.7605 0.6975 0.6370 0.6106

SSGCN-Ww 0.9539 0.9305 0.8986 0.8595 0.8112 0.7563 0.6928 0.6276 0.6011

SSGCN-3E 0.9613 0.9409 0.9150 0.8798 0.8390 0.7881 0.7310 0.6691 0.6436

Model / candidate size 2 4 8 16 32 64 128 256 340

ConSE [26] 0.6820 0.5212 0.4471 0.4069 0.3909 0.3898 0.3872 0.3839 0.3860

DeViSE [9] 0.7991 0.6628 0.5791 0.5143 0.4817 0.4495 0.4366 0.4248 0.4171

TriScore [15] 0.8276 0.6863 0.5904 0.4777 0.4214 0.3642 0.3461 0.3279 0.3157

AnsEmbed [14] 0.8601 0.7600 0.6845 0.6202 0.5815 0.5510 0.5360 0.5187 0.5081

SSGCN-G 0.8640 0.7603 0.6890 0.6243 0.5838 0.5476 0.5377 0.5203 0.5161

SSGCN-Wp 0.8652 0.7715 0.7068 0.6418 0.6043 0.5689 0.5504 0.5300 0.5219

SSGCN-Ww 0.8660 0.7776 0.7099 0.6390 0.5975 0.5550 0.5328 0.5168 0.5112

SSGCN-3E 0.8765 0.7940 0.7300 0.6643 0.6258 0.5863 0.5697 0.5525 0.5478

are typically worse than in random-sampling, which validates that

our semantic-sampling strategy does provide more challenging

candidates, as empirically seen from the examples in Figure 3. One

may notice that as the candidate size becomes larger, the perfor-

mance gap between these two strategies tends to grow larger first,

then shrinks instead. We believe that the beginning trend of gap-

enlarging (typically when candidate size grows from 2 to 16) is as

expected since adding more semantically-similar candidates would

cause more confusion, while the impact of adding more random

candidates would be much smaller; as for the gap-shrinking trend

after candidate size grows larger (typically when candidate size is

larger than 16), the reason is mainly because of experiment limit—

we have only a finite set of all answers to sample from—the A𝑡𝑒

(|A𝑡𝑒 | = 173 for VQA [3] and |A𝑡𝑒 | = 251 for VQAv2 [12]), so when

the candidate size grows larger, the two sampling strategies would

sample more overlapping candidates (since the whole set is finite),

which causes the models to perform similarly.

Results under generalized OS-VQA setting. Taking inspira-

tion from the generalized zero-shot learning (gZSL) research [6],

we also explore to generalize our OS-VQA to a generalized setting,

i.e., generalized OS-VQA (gOS-VQA). Like gZSL [6], we abandon

the constraint that the testing answer set should be disjoint with

the training answer set, and allowing the ground truth answer for

a testing sample to be either seen or unseen in the training phase,

which is more flexible and realistic.

To this end, we pre-reserve a subset, resgOS-VQA, from the orig-

inal D𝑡𝑟 , which is not used during training. Then we merge the

testing set of OS-VQA, testOS-VQA, with this pre-reserved set, and

use the union set for gOS-VQA evaluation. The basic evaluation

protocol is the same as OS-VQA, but some care should be taken here

during candidate-sampling to prevent the candidates from biasing

towards either seen answers (from resgOS-VQA) or unseen answers

(from testOS-VQA). For this purpose, we modify the random and se-

mantic strategies with the constraint that the candidate set should

contain equal numbers of seen and unseen answers in expectation,

by sampling with weights instead of uniformly.

Table 4: Results under gOS-VQA setting on VQAv2 dataset

with pre-defined candidate sizes {2, 4, 8, 16, 32, 64, 128, 256, 500}.
Random candidate-sampling is used for the table above and

semantic candidate-sampling for the below. More details

and analysis of the evaluation please refer to the text. Num-

bers in bold represent the best results, and numbers in blue

show the best single-model results.

Model / candidate size 2 4 8 16 32 64 128 256 500

ConSE [26] 0.9025 0.8344 0.7675 0.7023 0.6349 0.5769 0.5232 0.4811 0.4442

DeViSE [9] 0.8336 0.7393 0.6687 0.6110 0.5578 0.5126 0.4703 0.4288 0.3935

TriScore [15] 0.9441 0.9083 0.8635 0.8081 0.7352 0.6528 0.5623 0.4657 0.3726

AnsEmbed [14] 0.9482 0.9233 0.8883 0.8505 0.8020 0.7464 0.6829 0.6150 0.5449

SSGCN-G 0.9534 0.9329 0.9047 0.8706 0.8247 0.7774 0.7191 0.6569 0.5956

SSGCN-Wp 0.9524 0.9338 0.9042 0.8663 0.8205 0.7696 0.7085 0.6456 0.5827

SSGCN-Ww 0.9498 0.9287 0.8991 0.8637 0.8167 0.7649 0.7059 0.6451 0.5853

SSGCN-3E 0.9567 0.9409 0.9159 0.8840 0.8413 0.7957 0.7402 0.6805 0.6209

Model / candidate size 2 4 8 16 32 64 128 256 500

ConSE [26] 0.6934 0.5385 0.4623 0.4289 0.4169 0.4133 0.4119 0.4133 0.4097

DeViSE [9] 0.7609 0.6161 0.5349 0.4725 0.4325 0.3982 0.3810 0.3737 0.3640

TriScore [15] 0.8407 0.7224 0.6255 0.5241 0.4655 0.4032 0.3735 0.3524 0.3139

AnsEmbed [14] 0.8673 0.7755 0.7006 0.6354 0.5915 0.5446 0.5208 0.5028 0.4808

SSGCN-G 0.8713 0.7794 0.7026 0.6464 0.6032 0.5609 0.5439 0.5299 0.5180

SSGCN-Wp 0.8714 0.7789 0.6998 0.6466 0.6055 0.5598 0.5396 0.5241 0.5087

SSGCN-Ww 0.8641 0.7842 0.7063 0.6525 0.6081 0.5670 0.5429 0.5268 0.5135

SSGCN-3E 0.8796 0.7988 0.7240 0.6730 0.6329 0.5893 0.5696 0.5536 0.5410

Table 5: Ablation study results on the VQA datasets

under the OS-VQA setting with pre-defined candidate

sizes {2, 4, 8, 16, 32, 64, 128, 170}. Random candidate-sampling

is used for the table above and semantic candidate-sampling

for the table below.

Model 2 4 8 16 32 64 128 170

SSGCN-G 0.9444 0.9074 0.8601 0.8114 0.7569 0.6935 0.6297 0.6007

w/o Q 0.9474 0.9114 0.8674 0.8171 0.7592 0.6905 0.6095 0.5777

w/o prior graph 0.9454 0.9076 0.8640 0.8145 0.7563 0.6830 0.6082 0.5775

w/o learnable graph 0.9437 0.9000 0.8561 0.8016 0.7342 0.6616 0.5907 0.5614

SSGCN-Wp 0.9460 0.9092 0.8665 0.8166 0.7547 0.6879 0.6134 0.5828

w/o Q 0.9457 0.9081 0.8618 0.8109 0.7459 0.6785 0.6077 0.5778

w/o prior graph 0.9454 0.9076 0.8640 0.8145 0.7563 0.6830 0.6082 0.5775

w/o learnable graph 0.9451 0.9031 0.8510 0.7972 0.7342 0.6648 0.5869 0.5555

SSGCN-Ww 0.9412 0.9083 0.8639 0.8135 0.7530 0.6883 0.6189 0.5897

w/o Q 0.9428 0.9061 0.8602 0.8115 0.7510 0.6788 0.6061 0.5727

w/o prior graph 0.9454 0.9076 0.8640 0.8145 0.7563 0.6830 0.6082 0.5775

w/o learnable graph 0.9406 0.9019 0.8534 0.7974 0.7320 0.6669 0.5961 0.5696

Model 2 4 8 16 32 64 128 170

SSGCN-G 0.8798 0.7957 0.7530 0.7161 0.6853 0.6710 0.6258 0.6011

w/o Q 0.8840 0.7985 0.7479 0.7048 0.6787 0.6630 0.6112 0.5782

w/o prior graph 0.8771 0.8012 0.7440 0.7111 0.6742 0.6600 0.6104 0.5795

w/o learnable graph 0.8674 0.7906 0.7377 0.6902 0.6634 0.6438 0.5922 0.5611

SSGCN-Wp 0.8828 0.8133 0.7613 0.7080 0.6823 0.6626 0.6133 0.5828

w/o Q 0.8725 0.7929 0.7447 0.7062 0.6736 0.6563 0.6068 0.5773

w/o prior graph 0.8771 0.8012 0.7440 0.7111 0.6742 0.6600 0.6104 0.5795

w/o learnable graph 0.8731 0.7907 0.7333 0.6916 0.6567 0.6385 0.5892 0.5562

SSGCN-Ww 0.8829 0.8137 0.7630 0.7177 0.6844 0.6646 0.6180 0.5895

w/o Q 0.8686 0.7918 0.7452 0.7013 0.6705 0.6595 0.6043 0.5723

w/o prior graph 0.8771 0.8012 0.7440 0.7111 0.6742 0.6600 0.6104 0.5795

w/o learnable graph 0.8645 0.7888 0.7304 0.6959 0.6646 0.6425 0.5953 0.5696

The results are shown in Table 3 and 4. All our models still

perform better than baseline methods, with a similar tendency that

the performance promotion compared to baselines grows larger as

the candidate size increases. We also note that the performance gap

between the best baseline method, AnsEmbed [14], and our model

is smaller, compared to the OS-VQA setting. This is reasonable since

the reserved samples from resgOS-VQA are more close to the training

phase (the answers are seen), and models like AnsEmbed [14] are

good at these in-distribution samples thanks to the powerful fitting

ability of deep network. These samples relieve the total difficulty

compared to OS-VQA setting therefore narrows the gap. But we
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What is reflected in mirror? transportation gas station bus walking

SSGCN-G: bus 
AnsEmbed: walking 

prior graph

learned graphs

Where is this person at? bus no parking store mall

SSGCN-G: mall 
AnsEmbed: bus 

prior graph

learned graphs

What is green bottle for? coffee store in water beer

SSGCN-G: beer 
AnsEmbed: coffee 

prior graph

learned graphs

Why is one of legs bent? no parking going hiking walking

SSGCN-G: walking 
AnsEmbed: no parking 

prior graph

learned graphs

Figure 4: Qualitative results of some examples from the evaluation set on which AnsEmbed [14] fails while our model an-

swers correctly. We also visualize the structure of the prior graph and all learned graphs to highlight their differences and

complementarity.

point out that in practice, the unpredictable questions should tend

to involve more unseen candidates than seen, and relying on seen

data too much could hardly perform well.

Human evaluation results. To provide a context of the model

results and an intuitive understanding of our evaluation data, we

also conduct user study and ask humans to answer the questions.

We restrict the user study to only adopt the semantic-sampling

strategy since the semantic candidates are more reasonable and

challenging. We also limit the candidate size to be no greater than

16, because in practice too many candidates tend to quickly exhaust

the participants and lead to inferior performance than expected.

The final results are shown at the bottom rows of Tables 1 and 2,

respectively.

Our models outperform the baseline methods, yet are still clearly

inferior to human performance. Another empirical insight is that as

the candidate size grows, the performance of all methods (including

human) has declined, but humans are relatively more robust to the

variation of candidate size. This suggest that the effectiveness and

robustness of human are still far better than current models despite

the advancement in the VQA fields.

4.5 Ablation Study

To further validate the effectiveness of our design, we conduct

several ablation studies. We identify three core components in our

model—the question guidance, the prior graph, and the learnable

graphs. We test their usefulness by removing each one of them

separately, and compare the results to the full model.

For ablation study, we remove the question node and skip the

above two steps of operation. The resultant answer embedding

module becomes a normal GCN without source node.

We conduct ablation studies for all three versions of our model

under the OS-VQA setting. Table 5 shows the results on VQA [3]

dataset. It can be seen that removing any component would tend

to harm the performance, which validates the effectiveness of our

design. Meanwhile, the performance degradation is more obvious

for larger candidate sizes, which is consistent with the above con-

clusion that all these components play more important roles under

harder conditions.

4.6 Qualitative Results

To give a straightforward illustration of the effect of SSGCN, we

conduct some qualitative analyses. Specifically, we show some

samples from the evaluation set for which AnsEmbed [14] fails

while our SSGCN answers correctly in Figure 4. To provide detailed

illustration of the effect of our dual answer-graphs, we also plot the

structure of the prior graphs and all learnable graphs used in the

SSGCN module. It is clear that the weights distribution on different

graphs are quite distinct, which demonstrates that they capture

different semantic relationships.

5 CONCLUSION

In this work, we explored changing the conventional closed-set

classification paradigm in VQA and proposed an open-set VQA

setting.We developed a matching based VQA model for the setting,

in which a novel SSGCN module was proposed to jointly employ

question guidance and semantic dual answer-graphs to produce

more discriminative and relevant answer embeddings. Extensive

experiments by re-purposing two benchmark datasets, VQA [3] and

VQAv2 [12], demonstrate the superiority of our proposed model

compared to several baseline models. Additional ablation studies

further validate the effectiveness.
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