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ABSTRACT
This paper investigates a new research task in multimedia analysis,
dubbed as Video2Subtitle. The goal of this task is to finding the
most plausible subtitle from a large pool for a querying video clip.
We assume that the temporal duration of each sentence in a subtitle
is unknown. Compared with existing cross-modal matching tasks,
the proposed Video2Subtitle confronts several new challenges. In
particular, video frames / subtitle sentences are temporally ordered,
respectively, yet no precise synchronization is available. This casts
Video2Subtitle into a problem of matching weakly-synchronized
sequences. In this work, our technical contributions are two-fold.
First, we construct a large-scale benchmark for the Video2Subtitle
task. It consists of about 100K video clip / subtitle pairs with a full
duration of 759 hours. All data are automatically trimmed from
conversational sub-parts of movies and youtube videos. Secondly,
an ideal algorithm for tackling Video2Subtitle requires both tem-
poral synchronization of the visual / textual sequences, but also
strong semantic consistency between two modalities. To this end,
we propose a novel algorithm with the key traits of heterogeneous
multi-cue fusion and dynamic temporal alignment. The proposed
method demonstrates excellent performances in comparison with
several state-of-the-art cross-modal matching methods. Addition-
ally, we also depict a few interesting applications of Video2Subtitle,
such as re-generating subtitle for given videos.

CCS CONCEPTS
• Computing methodologies → Activity recognition and un-
derstanding; Visual content-based indexing and retrieval.
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1 INTRODUCTION
Recent decade has witnessed the emerging research on a vari-
ety of cross-modal matching or semantic analysis tasks between
videos and natural language sentences. Examples include video
captioning [26], video-question answering [23], video moment re-
trieval [24] etc. In particular, there are two lines of research that are
mostly relevant to the interest task in this paper, including video
captioning and lip reading[7, 8, 30]. The former aims to understand-
ing the actions and events in the video through text descriptions
(e.g., tagging procedural videos such as learn-to-cook videos with
textual event-level descriptions), and the latter attempts to translate
lip motions into natural languages.

This paper investigates a new video-oriented research task for
cross-modal matching, dubbed as Video2Subtitle. The primary goal
of Video2Subtitle is to find a plausible subtitle to match up with a
given video clip. Compared with other existing cross-modal match-
ing tasks, there are several new technical challenges in this new
Video2Subtitle task. One of the challenges lies in designing discrim-
inative features for videos and subtitles respectively that can faith-
fully judgewhether a video-subtitle pair is harmoniouslymatched or
not. We regard two different kinds of information is crucial for this
aim. First, given a subtitle (i.e., a collection of temporally-arranged
sentences) and a video clip, both subtitle (via text-to-speech) and
video frames (via vision-based lip detection) can be mapped to a
sequence of lip motion, respectively. For a true video-subtitle match-
ing, these lip motions shall intuitively match well. However, due
to homonyms, different pronunciation styles over different speak-
ers or occlusions of lips in frames, it is non-trivial to find the best
matched subtitle for a video clip given the partially-observed, often
noisy lip-oriented features. In most cases, one may face several
subtitles that are all plausible for the same video clip. This spurs
us to also harness other types of features to re-rank the subtitles,
such that false matching can be largely eliminated. Intuitively, at
cognition level, visual object, scene and action information in the
videos can be semantically associated with what the speakers are
talking about. This frequently occurs in YouTube videos, where
people talk about cooking-related objects in a scene of kitchen, or
dressing styles during shopping. Figure 1 illustrates such an exam-
ple. To find a good matching, it is important to ensure the holistic
descriptors of video and subtitles are reasonably aligned, otherwise
the audience will immediately notice cross-modal disaccord. For
instance, it is weird for a video with in-class teaching activities
being associated with a news-report-themed subtitle.
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00:00:00 --> 00:00:04
and I needed to actually 
invest in a few more key 
pieces for my, I guess date 
night outfits.

00:00:04 --> 00:00:10
By listing out your 
activities it forces you to 
really look at your the
reality of your life and your 
daily activities, make sure

00:00:10 --> 00:00:16
that you don't waste, you 
know time and money on 
things like lots of paid 
dresses when you spend 
your days

00:00:16 --> 00:00:20
you know studying and 
going to university will 
mean that you get a lot 
more wear out of your 
wardrobe and

00:00:20 --> 00:00:27
also, it means you'll 
minimize any guilty 
purchases. Next step that I 
took was I

00:00:00 --> 00:00:03
so I have it I guess a 
greater understanding 
about my sense.

00:00:03 --> 00:00:09
So, from this list, I became 
more conscious of what 
my style is all about and 
things like, you know 
discovering my color

00:00:09 --> 00:00:14
but I never really had 
spent much time thinking 
about. As you can see, 
from doing this

00:00:14 --> 00:00:20
I wear a lot of blues. I 
wear a lot of light pinks 
and I love neutrals so 
blacks nudes and whites 
and navy blues.

00:00:20 --> 00:00:27
I then realized that I like 
quite a crisp and sharp cut 
in my clothing. Also fabric
is

Video

Original Subtitle

Re-Generated Subtitle
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𝑹𝒐𝒃𝒋𝒆𝒄𝒕: 𝟐𝟏, 𝑹𝒔𝒄𝒆𝒏𝒆: 𝟏𝟑, 𝑹𝒂𝒄𝒕𝒊𝒐𝒏: 𝟑𝟏𝟓, 𝑹𝑫𝑺𝑻𝑨: 𝟏𝟐𝟐 𝑹𝒇𝒖𝒔𝒊𝒐𝒏: 𝟏
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Figure 1: Illustration of the Video2Subtitle task. We propose a novel algorithm which jointly utilizes temporal alignment based
on phoneme similarity and fuses different semantic cues (object, scene, action etc). Top / bottom subtitles are ground-truth and
the one ranked first by our algorithm, respectively.

Besides the multi-cue fusion issue [29, 41, 43], an additional
challenge rises from the fact that Video2Subtitle is fed with weakly-
synchronized data. Video frames are sequentially arranged accord-
ing to their timestamp. A subtitle is often comprised of a set of
natural language sentences. The temporal relationship of these
sentences can be directly inferred from the order in the subtitle.
However, the key information of temporal duration for each sen-
tence is generally unavailable. This collectively defines a sequence
matching problem on weak-synchronized data.

Enforcing temporal alignment is thus crucial. To this end, we
argue that there are two protocols that the video-subtitle matching
should satisfy. (1) The temporal duration of subtitle / video segment
with continuous speaking activity should match with each other. To
the audience it will be weird for observing a short-duration speech
associated with a long sentence in the subtitle, or vice verse. (2)
The transform of subtitle to speech implicitly defines a sequence
of lip motions, which should be well aligned the speaker’s real lip
motions visually detected in the videos. Conventionally, dynamic
temporal warping (DTW) is a standard tool for conducting the
piece-wise temporal alignment between two sequences that do not
sync up perfectly. We argue that directly harnessing DTW for the
Video2Subtitle task is not an optimal choice. The core dynamic-
program update in DTW demands strict temporal order preserv-
ing, not allowing any temporal misalignment during the sequence
matching. However, the issues of occluded lip and offscreen speech
frequently happen in the interested videos. To mitigate it, we pro-
pose a new sequence matching algorithm called duration-shifts
temporal alignment (DSTA). It consists of modules for detecting
video segments with continuous speaking and estimating how long
it takes for reading a subtitle sentence. It also adopts a dynamic
window so that models can perform temporal forward or backward

shifts when updating states to improve the robustness of the algo-
rithm. We also implement DSTA as a differentiable module so that
it can be plugged into arbitrary neural backbones and trained in an
end-to-end manner.

As another contribution, we establish a large-scale video-subtitle
dataset. The data has two main sources, either from commercial
movies and YouTube videos, which focus on fictional and real-world
conversations respectively.We collect 100,115 dialogue /monologue
clips from 629 movies and 4,138 YouTube videos. The chosen videos
cover a diverse set of daily-life themes. In contrast, a few previous
works [7, 8, 23, 24] collect video-subtitle data from TV series or
TV shows. Since episodes from the same series often share similar
semantics, they are inadequate in terms of data diversity. For each
video in our dataset, accurate tight timestamp for each subtitle
sentence is provided for model training purpose.

This paper also depicts a few interesting applications of the
proposed Video2Subtitle algorithm, including what we term as
subtitle re-generation. It is related to DeepFake [19, 32, 34] which
synthesizes unseen videos based on provided text, yet operates in
an opposite direction (i.e., searching text for given videos). Figure 1
shown such a re-generated subtitle which is top-ranked by our
algorithm, based on joint phoneme and semantic similarities. This
paves the way of replacing the original subtitle of a video with
other ones (such as those from a movie database) for entertainment
purpose.

2 RELATEDWORK
Video-text matching has been extensively studied in recent years.
There are several research thrusts that are particularly related to
the main scope of this work.

Video-text datasets. Many video-text datasets flourished in
recent years. Some datasets focus on action or event description.



Table 1: Comparison between existing video-subtitle datasets and our proposed new data. “–" implies that the existence of
in-screen speaking faces is not explicitly ensured for each video clip.

#Clips Durations (in hours) Subtitles (in lines) Data sources Inscreen speaking faces

MovieQA [37] 0.2K 7.7 0.62M (raw) 408 movies -
TVR [24] 21.7K 461 0.04M (cleaned) 6 TV shows -

MovieNet [18] 41.3K 214 1.0M (raw) 1,100 movies -
Ours 100K 759 1.1M (cleaned) 629 movies / 4,138 YouTube videos Yes

For example, [26, 28, 42] were collected from real-world videos,
while [23, 24, 35] were collected from movies and TV series. [12]
was collected from cooking videos on YouTube. These videos are
all procedural ones, conveying rich scene or action information.
Yet, the accompanying text is often post-generated by annotators
with pre-defined structure. Some other datasets focus on human
language modeling. [7, 8] were well-known datasets for lip reading
with strict temporal alignment. However, the visual scenes and
human actions in these videos often exhibit limited diversity. [37]
mainly aims to evaluate automatic story comprehension thus it is
essentially for a QA-like task. [18] is a comprehensive movie dataset
with metadata labeling, subtitle is also provided but it is not cleaned
to ensure the coherence of speaker and subtitle. A considerable body
of movie shots are indeed silent (32% non-conversational subtitles
according to our statistics via speaker detection algorithm). [23, 24]
generate meaningful conversational clips by human-annotation,
but the total duration and subtitle lines are limited. [28] collects
huge amount of YouTube videos with subtitle, but they are mostly
procedural and narrative videos, with object-centered contents
rather than speaking human. A detailed comparison of related
datasets can be found in Table 1.

Video-text matching. Extensive works have been devoted to
video-text cross modal matching. Canonical correlation analysis
(CCA) [38] is a linear method which computes projection matri-
ces for two modals respectively and maximizes linear correlation
between them on the projected subspace. [2] replaces the original
linear projection with learnable deep layers to obtain non-linear
transformations. [43] introduces a joint embedding model which
mapped visual and text embedding into the same common space.
[44] adopts LSTM [15] and attention [39] module to trace action
events in the video. A word-level attention module is used to se-
lectively focus on detected concept words. [13] uses multi-scale
sentence embedding strategy. Their follow-up work [25] applies
improved triplet ranking loss [14] and obtains better results. [36]
merges visual-text features into sequence self-filling tasks similar
to [12] and explores video-text relationship in a self supervision
style. Aforementioned works perform global pooling temporally
when encoding sequence representation, not amenable for tem-
poral alignment. Instead, [5] encodes hierarchical graph represen-
tations for sequences and formulates a graph-matching problem.
This inspires us to design a network with local alignments because
video-subtitle has stronger temporal correlation than video-caption.

Dynamic time warping (DTW) is a popular method for matching
temporal sequences. It measures flexible feature similarity under

time distortions. However, DTW suffers from pathological align-
ment problemwhenmatching long-duration sequences. Somemeth-
ods apply window constraints or temporal clustering to deal with
local structures [3, 16, 45, 46], but they are not end-to-end with
learnable parameters. Recently a differentiable soft-DTW [10] is
introduced to measure sequence similarity. It replaces the original
argmax in DTW with a soft-max operator such that gradients can
be back-propagated to update the parameters.

3 DATASET
Data collection. We collected video clips from two sources: (i) 629
movies released in the past decade, and (ii) 4,138 human-related
YouTube videos, mainly themed vlogs, academic talks and interviews.
In detail, the YouTube videos are searched using 321 keywords
which have smallest distance to human on [1]’s visual knowledge
graph. Each keyword contributes about 10 videos. TV series are not
included in our data source, since we observe that different episodes
from the same series often share similar scenarios, reducing the
visual diversity. For the collected videos, each movie lasts about 2
hours on average and YouTube videos are typically shorter than
10 minutes. As stated later, we first adopt sophisticated scheme for
identifying conversational clips from these videos. The selected
clips are all trimmed within 15-30 seconds, totaling 58,306 clips
from movies and 41,809 clips from the YouTube videos. Movie sub-
titles are gathered from online subtitle community opensubtitle.org,
and the subtitles of YouTube videos are downloaded directly from
the closed-caption (CC) of the original website. The performance
evaluation is separately conducted on movie and YouTube videos.
Among the video clips, 5,000 clips are kept confidentially as the
testing set on both movie and YouTube sets.

Conversational video clip detection. Human-centric conver-
sational clip is of primary attention in constructing the Video2Subtitle
dataset. To distinguish interested clips from others, we first separate
subtitles into local groups with a duration of 15-30 seconds. Impor-
tantly, if the silence time between two adjacent sentences is above
specific threshold (set to 4 seconds in practice), these sentences will
be treated to belong different local groups. This way aims to avoid
conversational topic shifting within a same group.

Afterwards, a face detector is applied on each video frame in
order to filter out narrative or non-human procedural video clips. In
practice, we uniformly sample𝑇 frames from a video clip and count
the number of conversational frames1, denoted by 𝑇𝑎𝑐𝑡𝑖𝑣𝑒 . Only
clips with a ratio 𝑇𝑎𝑐𝑡𝑖𝑣𝑒/𝑇 above some threshold (e.g., 0.65) will
be kept for further use. In addition, if a significant portion of the

1A video frame is regarded to be conversational if at least one face can be visually
detected.
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Figure 2: Computational pipeline for conversational video
clip detection. See the main text for more details.

video frames contain too many co-occurring faces (e.g., ≥ 3), the
clip will be also abandoned in order to reduce the effort on speaker
identification. The face detector returns face tubes of multi-frame
segments. It is necessary to further inspect the face tubes, such that
non-speaking faces will be removed. To this end, we feed each face
tube into a RNN network pretrained on a densely labeled human
action dataset [9, 21]. The output of last sigmoid layer is used for
indicating the speaking activity. if there exist multiple faces in one
single frame, we only keep the face with maximal speaking score.
Figure 2 summarizes the procedure.

Our data sources provide relatively accurate temporal localiza-
tion for each subtitle sentence. Thus, for each video clip, it is paired
with the automatic annotation 𝑆 = {(𝑇𝑒𝑥𝑡𝑖 , 𝑡𝑠𝑡𝑎𝑟𝑡𝑖

, 𝑡𝑒𝑛𝑑
𝑖

)}𝑀
𝑖=1, which

are essentially 𝑀 sentences of plain text and the corresponding
start-end timestamps.

Global and temporally-stamped features. To obtain compre-
hensive visual representations, we extract features for both global
semantic appearance and temporally-stamped facial motions. For
the global appearance, we extract 2,208-D densenet-161 [17] fea-
ture at a sampling rate of 8 fps (frame per second) for object and
scene information, respectively pretrained on Imagenet [11] and
Places365 [47]. For encoding the global motion, we feed 1.5-second
segment into I3D [4] network pretrained on Kinetics-400 [20] to
obtain a 1,024-D feature vector as action information. For the facial
information, we send face tubes into a pretrained lip-reading model
SyncNet [30] with 3D-Convolution encoder and the 512-D outputs
for each frame are used as temporally-stamped lip features.

For the textual subtitles, we concern both semantic word embed-
ding and pronunciation-related similarity. Glove [33] is adopted to
extract a 300-D embedding for each word in the subtitle. All Glove
features are eventually temporally pooled (as later discussed in
Section 4.2) into a global vector. This allows us to match semantic
information between visual and textual modalities. Furthermore, in
order to match lip motions and words, a different feature space is re-
quired to convey the pronunciation-based difference among words.
The scope of conventional word embedding is primarily semantic
affinity rather than pronunciation. For example, cat and dog are
semantic neighbors yet clearly have different pronunciations. We

propose a two-step process for converting text into pronunciations-
based feature. The proposed module first translates text into speech
via text-to-speech (TTS) toolkit Tacotron [40], and SyncNet [30] is
then used to extract temporally-stamped acoustic features.

4 METHOD
This section elaborates on our proposedmodel for the Video2Subtitle
task. It consists of two modules (namely, temporal alignment and
global semantic matching), which are detailed in Sections 4.1 and 4.2
respectively. The entire algorithm framework is shown in Figure 3.

4.1 DSTA: Duration-Shifts Temporal Alignment
4.1.1 Forward-backward shifts. The core framework is based on
dynamic program (DP). Assume that we need to match a video
sequence 𝑉 = [𝑣𝑖 ; 𝑖 = 1, ..., 𝑙𝑣] and a subtitle sequence 𝑆 = [𝑠𝑖 ; 𝑖 =
1, ..., 𝑙𝑠 ]. Given the cost matrix Δ(𝑉 , 𝑆) = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) ∈ R𝑙𝑣×𝑙𝑠 that
gauges all pairwise affinities, a standard DTW routine will update
a state matrix 𝑅 ∈ R𝑙𝑣×𝑙𝑠 according to the following formula:

𝑟𝑖, 𝑗 = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) +min{𝑟𝑖−1, 𝑗−1, 𝑟𝑖−1, 𝑗 , 𝑟𝑖, 𝑗−1}, (1)

where 𝑟𝑖, 𝑗 is the entry in 𝑅 indexed by (𝑖, 𝑗).
Differently, our duration-shifts temporal alignment (DSTA) al-

lows temporal shifts in a time window beyond adjacent frames:

𝑟𝑖, 𝑗 = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) + min
𝑗−𝑘<𝑝< 𝑗+𝑘

{𝑟𝑖−1,𝑝 }, (2)

where the parameter 𝑘 controls the window size of forward-or-
backward inspection.

As for the DP procedure, forward shifts ( 𝑗 − 𝑘 < 𝑝 < 𝑗) imply
skipping over a non-matched subtitle segment, which is possibly
caused by face occlusion. Similarly, backward shifts ( 𝑗 < 𝑝 < 𝑗 +𝑘)
define a regret mechanism which can eliminate misalignment in
previous step. The major advantage of such temporal shifts is that
it increases the robustness in real world scenarios.

Critically, as the data is weakly-synchronized, the final align-
ment of sequences is still encouraged to obey the temporal-order
constraint (i.e., 𝑝 < 𝑗 ) for most cases. Therefore we introduce an
order-sensitive penalty term for backward shifts:

_𝑝,𝑗 = max(𝑝 − 𝑗 −𝑚, 0), (3)

𝑟𝑖, 𝑗 = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) + min
𝑗−𝑘<𝑝< 𝑗+𝑘

{𝑟𝑖−1,𝑝 + _𝑜𝑟𝑑_𝑝,𝑗 } (4)

where𝑚 is a margin parameter that defines the maximum backward
steps without any penalty. _𝑜𝑟𝑑 is a weighting hyper-parameter.
The detailed forwarding procedure is illustrated in Algorithm 1.

4.1.2 Duration-based constraint. When the subtitle sentences are
converted into audio signals via text-to-speech (TTS), their duration
can be roughly estimated since audio data is also time-stamped
as videos. The number of syllables one can speak within a time
unit can be assumed to approximately obey a Gaussian distribution
N(`, 𝜎). We argue that when calculating 𝛿 (𝑣𝑖 , 𝑠 𝑗 ), it is important to
consider time-related constraint. Given video timestamp 𝑖 and sub-
title timestamp 𝑗 , we propose a duration-based constraint 𝛿𝑑𝑢𝑟 (𝑖, 𝑗)
as:

𝛿𝑑𝑢𝑟 (𝑖, 𝑗) = 1 − exp

{
− | 𝑗 − 𝜔𝑖 |
2([

√
𝑖)2

}
, (5)



00:00:00 --> 00:00:05
falling onto our cutting board. So if we 
were going to be doing this for a

00:00:05 --> 00:00:06
salad dressing or something do it over 
the bowl that you're going to be using 

00:00:07 --> 00:00:11
a thicker zest we can use a vegetable 
peeler. I really like the

00:00:11 --> 00:00:15
y shaped peelers, but it'll work with 
any type of peeler and what we

00:00:15 --> 00:00:16
want to do is we move off the top
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Figure 3: The proposed framework. We design two branches to harness multi-cue fusion. Duration-Shifts Temporal Alignment
module (DSTA) in Section 4.1 is used for phonome similarity and duration constraints. Global Semantic Matching module
(GSM) in Section 4.2 is used for video theme similarity. The whole pipeline is trained in an end-to-end manner.

wherewe empirically set mean value ` = 𝜔𝑖 according to some prior
knowledge. 𝜔 stands for the average speech rate for an ordinary
person. The standard deviation 𝜎 = [

√
𝑖 compensates variable

speech rates among different speakers. Generally, the error 𝜎2 is
also proportional to time since the residual accumulates along time.

Note that duration-based constraint leads to a normalized penalty
over [0, 1), Putting all together, the distance function 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) is
formulated as:

𝛿 (𝑣𝑖 , 𝑠 𝑗 ) = 1 −
〈

𝑣𝑖

| |𝑣𝑖 | |
,

𝑠 𝑗

| |𝑠 𝑗 | |

〉
+ _𝑑𝑢𝑟𝛿𝑑𝑢𝑟 (𝑖, 𝑗), (6)

where we adopt cosine similarity in feature space of (𝑣𝑖 , 𝑠 𝑗 ).

4.1.3 Differentiable module design. To compute the distance be-
tween 𝑣𝑖 and 𝑠 𝑗 as in Eq. (6), we need to project video and subtitle
modalities into a common feature space. With the rapid devel-
opment of cross-modal deep learning, there are many backbone
networks committed to this task. It is highly favored to ensure the
sequence matching module in the front-end differentiable, such
that the whole pipeline can be trained in an end-to-end fashion.

The main obstacle is the min operation in DP. Inspired by soft-
DTW [10], we adopt soft minimummin𝛾 to replace hard minimum:

min(𝑎1, ..., 𝑎𝑛)𝛾 =

{
min𝑖≤𝑛 𝑎𝑖 , 𝛾 = 0
−𝛾𝑙𝑜𝑔∑𝑛

𝑖=1 𝑒
−𝑎𝑖/𝛾 , 𝛾 > 0 (7)

Therefore the computation of Eq. (4) now becomes:

𝑟𝑖, 𝑗 = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) + min
𝑗−𝑘<𝑝< 𝑗+𝑘

𝛾 {𝑟𝑖−1,𝑝 + _𝑜𝑟𝑑 max(𝑝 − 𝑗 −𝑚, 0)}. (8)

To derive the gradient propagation, we need to apply chain rule:

𝜕𝑟𝑛,𝑚

𝜕𝑟𝑖, 𝑗
=

𝑗+𝑘∑︁
𝑝=𝑗−𝑘

𝜕𝑟𝑛,𝑚

𝜕𝑟𝑖+1,𝑝

𝜕𝑟𝑖+1,𝑝
𝜕𝑟𝑖, 𝑗

, (9)

where we define the main notation of the backward recursion object
𝑒𝑖, 𝑗 := 𝜕𝑟𝑛,𝑚/𝜕𝑟𝑖, 𝑗 . This object can be computed recursively once
we have explict formulation of 𝜕𝑟𝑖+1,𝑝/𝜕𝑟𝑖, 𝑗 . Take the log-sum-exp
operation of soft minimum in Eq. (7), let _𝑜𝑟𝑑 = 1, we can get:

𝜕𝑟𝑖+1,𝑝
𝜕𝑟𝑖, 𝑗

= 𝑒−𝑟𝑖,𝑗 /𝛾/
𝑗+𝑘∑︁

𝑝=𝑗−𝑘
𝑒 (−𝑟𝑖,𝑝−_𝑝,𝑗 )/𝛾 . (10)

A simplified version is casting lograthm of the derivative:

𝛾𝑙𝑜𝑔
𝜕𝑟𝑖+1,𝑝
𝜕𝑟𝑖, 𝑗

= min𝛾 {𝑟𝑖,𝑝 + _𝑝,𝑗 } − 𝑟𝑖, 𝑗 (11)

= 𝑟𝑖+1, 𝑗 − 𝛿 (𝑣𝑖+1, 𝑠 𝑗 ) − 𝑟𝑖, 𝑗 − _𝑝,𝑗 . (12)

Thereby we obtain a recursive backward propagation to compute
the entire matrix 𝐸 = [𝑒𝑖, 𝑗 ]. Note that the derivative of cost matrix
Δ(𝑉 , 𝑆) to video𝑉 or subtitle 𝑆 can be conveniently computed from
the definition of distance functions, namely:

∇𝑉𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆) = ( 𝜕Δ(𝑉 , 𝑆)
𝜕𝑉

)𝑇 𝐸. (13)

which is the return value of the entire backward procedure in
Algorithm 2.

4.1.4 Implementation of DSTA. To facilitate cross-modal training,
we adopt SyncNet [30] as the backbone. As for video modal, it
samples RGB frames of face tubes at 24 fps (frame-per-rate) and
uses 6 cascaded groups of (Conv3D, ReLU, BatchNorm, MaxPool3D)
to extract features. As for the subtitle modal, we first use text-to-
speech technology (TTS) to convert natural language sequences
into a stream of continuous audio, and then convert wave format
into spectrum graph and apply 6 cascaded groups of (Conv2D, ReLU,
BatchNorm,MaxPool2D). The model mentioned so far is pretrained
on VoxCeleb dataset [31]. Video and subtitle sequences are both
projected into a 512-D space R𝑙×512.



Algorithm 1 Forward recursion to compute 𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆) and in-
termediate alignment costs
1: Inputs: 𝑉 , 𝑆 , smoothing 𝛾 ≥ 0, distance function 𝛿 , order pun-

ishment _, window size 2𝑘 + 1
2: 𝑟0,0 = 0; 𝑟𝑖,0 = 𝑟0, 𝑗 = ∞; 𝑖 ∈ ⟦𝑛⟧, 𝑗 ∈ ⟦𝑚⟧
3: for 𝑖 = 1, . . . , 𝑛 do
4: for 𝑗 = 𝑖 − 𝑘, . . . , 𝑖 + 𝑘 do
5: 𝑟𝑖, 𝑗 = 𝛿 (𝑣𝑖 , 𝑠 𝑗 ) +min𝛾

𝑗−𝑘<𝑝< 𝑗+𝑘 {𝑟𝑖−1,𝑝 + _𝑝,𝑗 }
6: end for
7: end for
8: Output: (𝑟𝑛,𝑚, 𝑅)

Algorithm 2 Backward recursion to compute ∇𝑉𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆)

1: Inputs: 𝑉 , 𝑆 , smoothing 𝛾 ≥ 0, distance function 𝛿 , order pun-
ishment _, window size 2𝑘 + 1

2: (·, 𝑅) = 𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆), Δ = [𝛿 (𝑥𝑖 , 𝑦 𝑗 )]𝑖, 𝑗
3: 𝛿𝑖,𝑚+1 = 𝛿𝑛+1, 𝑗 = 0, 𝑖 ∈ ⟦𝑛⟧, 𝑗 ∈ ⟦𝑚⟧
4: 𝑒𝑖,𝑚+1 = 𝑒𝑛+1, 𝑗 = 0, 𝑖 ∈ ⟦𝑛⟧, 𝑗 ∈ ⟦𝑚⟧
5: 𝑟𝑖,𝑚+1 = 𝑟𝑛+1, 𝑗 = −∞, 𝑖 ∈ ⟦𝑛⟧, 𝑗 ∈ ⟦𝑚⟧
6: 𝛿𝑛+1,𝑚+1 = 0, 𝑒𝑛+1,𝑚+1 = 1, 𝑟𝑛+1,𝑚+1 = 𝑟𝑛,𝑚
7: for 𝑖 = 𝑛, . . . , 1 do
8: for 𝑗 =𝑚, . . . , 1 do
9: 𝑐𝑖+1,𝑝 = exp 1

𝛾 (𝑟𝑖+1, 𝑗 − 𝛿 (𝑣𝑖+1, 𝑠 𝑗 ) − 𝑟𝑖, 𝑗 − _𝑝,𝑗 )
10: 𝑒𝑖, 𝑗 =

∑𝑗+𝑘
𝑝=𝑗−𝑘 𝑒𝑖+1,𝑝 · 𝑐𝑖+1,𝑝

11: end for
12: end for
13: Output: ∇𝑉𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆) = ( 𝜕Δ(𝑉 ,𝑆)

𝜕𝑉
)𝑇 𝐸

We further append a simple front-end of 2 groups of (Conv1D,
ReLU, BatchNorm, AvgPool1D) to get video and subtitle represen-
tations 𝑉 ∈ R𝑙𝑣×512 and 𝑆 ∈ R𝑙𝑠×512. Then we compute the best
matching score 𝑐 = 𝐷𝑆𝑇𝐴𝛾 (𝑉 , 𝑆) for two sequences. Afterwards,
we use ranking loss to maximize the margin between negative pairs
and positive pairs:

𝐿𝑑𝑠𝑡𝑎
𝑟𝑎𝑛𝑘

=𝑚𝑎𝑥 (𝑐𝑑𝑠𝑡𝑎+ − 𝑐𝑑𝑠𝑡𝑎− −𝑚𝑎𝑟𝑔𝑖𝑛, 0). (14)

During training, the ground truth alignment for the (𝑉 , 𝑆) pairs is
available. We thus can include extra supervision on the cost matrix
Δ(𝑉 , 𝑆), setting the entries on alignment path to 1 otherwise 0.
Standard cross-entropy loss is adopted to encourage closer distance
between aligned frames, leading to a second loss for DSTA:

𝐿𝑎𝑙𝑖𝑔𝑛 = 𝐶𝐸

((〈
𝑣𝑖

| |𝑣𝑖 | |
,

𝑠 𝑗

| |𝑠 𝑗 | |

〉
+ 1

)
/2, I(𝑖 = 𝑗)

)
. (15)

4.2 Global Semantic Matching
4.2.1 Temporal aggregation network. A plausible subtitle should
also has reasonable semantics with respect to video appearance.
Such kind of relationship does not require accurate temporal align-
ment. A global summary of sequence information is sufficient. We
adopt a typical temporal network with GRU [6] to extract temporal
information, the output hidden states ℎ𝑡 is then sent to different
Conv1D kernels (k=2,3,5) and a global average pooling layer to ag-
gregate information in a multi-scale style. Finally we concatenate

Table 2: Retrieval result with temporal alignment module
DSTA on YouTube and Movie subsets.

Method r@1(%)↑ r@5(%)↑ r@10(%)↑ MedRank↓
Youtube

DTW 1.0 3.7 6.5 392
DSTA 21.8 28.2 31.7 140

soft-DTW[10] 24.0 31.3 35.1 91
soft-DSTA 36.2 45.2 49.2 12

Movie
DTW 0.1 0.2 0.6 972
DSTA 5.4 9.8 12.7 405

soft-DTW[10] 1.8 3.9 5.2 1028
soft-DSTA 10.3 19.3 23.8 131

these summarized features and use a linear layer to project video
and subtitle modalities into a common space, attaining 𝑉𝑔𝑙𝑜𝑏𝑎𝑙 and
𝑆𝑔𝑙𝑜𝑏𝑎𝑙 ∈ R1×2048. Same as the training of DSTA, we also use a
ranking loss similar to the one in Eq. (14):

𝐿
𝑔𝑠𝑚

𝑟𝑎𝑛𝑘
=𝑚𝑎𝑥 (𝑐𝑔𝑠𝑚+ − 𝑐𝑔𝑠𝑚− −𝑚𝑎𝑟𝑔𝑖𝑛, 0) . (16)

4.2.2 Multi-cue fusion. Note that we have multiple kinds of global
visual feature (object, scene, action etc.). A straight-forward solution
to fusing these features is applying late fusion, which is simply
summing up cosine similarities before retrieval. This brings the
final calculation of cross-modal similarity:

𝑠𝑖𝑚 =
∑︁
𝑐𝑢𝑒

1−
〈

𝑣𝑐𝑢𝑒

| |𝑣𝑐𝑢𝑒 | |
,

𝑠

| |𝑠 | |

〉
, 𝑐𝑢𝑒 = {𝑜𝑏 𝑗𝑒𝑐𝑡, 𝑠𝑐𝑒𝑛𝑒, 𝑎𝑐𝑡𝑖𝑜𝑛}. (17)

5 EXPERIMENTS
5.1 Evaluation Metric
Since the annotation of a plausible video/text pair is based on sub-
jective feelings, we adopt the original subtitle embedded in the
video as the ground truth to evaluate quantatives performance. The
metric we used is recall of top queries (r@1,5,10) and median rank
(MedRank) for the original subtitle.

5.2 Retrieval with temporal alignment
The DSTA module is trained on Movie and YouTube subset sep-
arately. We select 4 video/subtitle pairs in a batch, which makes
16 times forwards of DSTA for 4 positive pairs and 12 negative
pairs. During the computation of DSTA, we set window shift pa-
rameter 𝑘 as | |𝑙𝑣 − 𝑙𝑠 | | so that the whole sequence can be counted
in the forward loop. As for the order-sensitive penalty in Eq. (3),
we set margin 𝑚 = 1 and weight _𝑜𝑟𝑑 = 1. As illustrated in Fig-
ure 4, a larger weight of _𝑜𝑟𝑑 tends to learn an alignment with few
backward shifts, otherwise allowing more misalignment. As for
𝛿𝑑𝑢𝑟 (𝑖, 𝑗) in Eq. (5), we set the average speech rate 𝜔 = 0.85 and
error tolerance parameter [ = 2. Figure 5 shows that larger _𝑑𝑢𝑟
pushes the alignment towards the diagonal of the cost matrix.

DSTA is trained for 40 epochs, the initial learning rate is 10−3 and
decays by 0.1 after every 15 epochs. The margin in 𝐿𝑑𝑠𝑡𝑎

𝑟𝑎𝑛𝑘
Eq. (14) is

set to 0.1. The backbone is implemented in PyTorch, except that the
computation procedure of front-end DSTA is written in Numba [22]
for acceleration. we calculate the gradient matrix 𝐸 in pre-compiled



Figure 4: Effect of order-based term in Eq. (4).

Figure 5: Effect of duration-based term in Eq. (5).

C loop and assign it into the auto-grad procedure of PyTorch. We
use DTW and differentiable soft-DTW [10] as the baselines. Both
DTW and DSTA are applied on the SynNet [30] pretrained features.
As seen in Table 2, DSTA outperformed DTW with 70.5/27.0 for
sum of recalls and 252/567 for median rank on both of the subset.
We further compare the differentiable module trained with same
𝛾 = 0.1 and extra align loss 𝐿𝑎𝑙𝑖𝑔𝑛 in Eq. (15). The results show that
soft-DSTA still outperforms soft-DTW with 40.2/42.5 for sum of
recalls and 79/897 for median rank on both subsets.

Figure 6 visualizes the alignments of DTW and DSTA. We high-
light the zone near time [𝑡1, 𝑡2] in dashed box. Note that the similar-
ity value stays identity along V-axis in the matrix. This means the
video modal keeps stable temporally and is not very informative,
possibly generated by face occlusion. DSTA successfully tackle this
zone while DTW deviates the ground truth path seriously. This
illustrates the robustness of DSTA when dealing with real-world
cross-modal cases.

5.3 Retrieval with multiple cues
We train each cue’s model with 40 epochs. The setting of learning
rate is similar to DSTA’s. The margin used for ranking loss 𝐿𝑔𝑠𝑚

𝑟𝑎𝑛𝑘
is

set to 0.2. The effect of global semantic cues is shown in Table 3. We
use state-of-the-art cross modal retrieval model CLIP4clip [27] as
the baseline. As seen, the global cue can provide moderate median
ranks but relatively low top@(1,5,10) recalls, even using heavy-
weight pretrained model [27]. Notably, the collaboration of global
cues and soft-DSTA can elevate the performance by large margins
from 3.9/2.7 to 43.8/13.6 for top@1 recall and 102/218 to 2/53 for
median rank. The weight of each cue is empirically designed as

Table 3: Retrieval result with multi-cue fusion strategy on
Youtube and Movie subset.

Cue r@1(%)↑ r@5(%)↑ r@10(%)↑ MedRank↓
Youtube

Object(O) 2.5 8.5 13.3 165
Scene(S) 2.9 8.6 13.4 204
Action(A) 2.5 7.7 12.4 202

soft-DSTA(D) 36.2 45.2 49.2 12
O+S+A 3.9 11.2 16.8 102

O+S+A+D 43.8 58.9 65.1 2
CLIP4clip[27] 7.4 19.3 27.3 51

Movie
Object(O) 1.5 5.0 7.8 315
Scene(S) 1.6 4.4 7.0 395
Action(A) 1.1 3.7 6.2 452

soft-DSTA(D) 10.3 19.3 23.8 131
O+S+A 2.7 7.7 11.6 218

O+S+A+D 13.6 24.8 30.9 53
CLIP4clip[27] 5.2 11.8 16.3 196

V

S

Figure 6: Alignment visualization. Regions in [𝑡1, 𝑡2] have
identity values along V-axis, which means the lip is possibly
not moving. DSTA performs more robustly than DTW.

𝑊𝑜𝑏 𝑗𝑒𝑐𝑡 = 𝑊𝑎𝑐𝑡𝑖𝑜𝑛 = 𝑊𝑠𝑐𝑒𝑛𝑒 = 1,𝑊𝐷𝑆𝑇𝐴 = 10 without further
fine-tuning.

5.4 Visualization of re-generated subtitles
With our multi-cue matching method, the model is capable of find-
ing a new subtitle which has similar semantic meanings and har-
monized lip movements. We provide several visualizations of the
re-generated subtitle in Figure 7. These cases can successfully find
the original subtitle through multi-cue matching. We select the
second ranked sample as the re-generated subtitle and demonstrate
their detailed rankings of different cues. We can observe each cue
plays different roles for different videos. The first case is talking
about how to make up with eye shadow, so action and object scores
are important. The second case is talking about business topics
like digital transaction, thus the text content is abstract and irrel-
evant with concrete objects in the frame. But according to the
scene arrangements (a TV studio), the re-generated subtitle is still



(a) Original: 𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :23, 𝑅𝑠𝑐𝑒𝑛𝑒 :9, 𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :0, 𝑅𝐷𝑆𝑇𝐴:0→ 𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :0 Re-Generated: 𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :1, 𝑅𝑠𝑐𝑒𝑛𝑒 :21, 𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :9, 𝑅𝐷𝑆𝑇𝐴:122 → 𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :1

(b) Original:𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :12,𝑅𝑠𝑐𝑒𝑛𝑒 :33,𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :797,𝑅𝐷𝑆𝑇𝐴:14→𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :0 Re-Generated:𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :191,𝑅𝑠𝑐𝑒𝑛𝑒 :9,𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :257,𝑅𝐷𝑆𝑇𝐴:40→𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :1

(c) Original: 𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :3, 𝑅𝑠𝑐𝑒𝑛𝑒 :181, 𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :23, 𝑅𝐷𝑆𝑇𝐴:8 → 𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :0 Re-Generated: 𝑅𝑜𝑏 𝑗𝑒𝑐𝑡 :5, 𝑅𝑠𝑐𝑒𝑛𝑒 :10, 𝑅𝑎𝑐𝑡𝑖𝑜𝑛 :17, 𝑅𝐷𝑆𝑇𝐴:259 → 𝑅𝑓 𝑢𝑠𝑖𝑜𝑛 :1

Figure 7: Visualization of re-generated subtitles. Upper rows contain original subtitle and lower rows show the generated
subtitle. The effect of temporal alignment DSTA is shown in red box. The effect of semantic similarity is shown in blue box.

constrained to talk about business and economic vocabularies like
group, revenue. For better evaluating the re-generated subtitles, we
also provide the synthesized video clips in the supplemental video
presentation material.

6 CONCLUSION
We propose a new task in the domain of cross-modal retrieval,
which is called Video2Subtitle. We establish a new benchmark to
ensure not only synchronization of cross-modal temporal tracks,
but also consistency of semantic information embedded in video

and text. With the carefully collected new dataset, we propose a
differentiable solution to this task. We hope the Video2Subtitle
related techniques could enable some entertainment multimedia
applications, e.g., dubbing amateur videos with classic movie lines,
transferring subtitles between different characters, etc.
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