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Zero-Shot Video Event Detection with High-Order
Semantic Concept Discovery and Matching

Yang Jin, Wenhao Jiang, Yi Yang and Yadong Mu

Abstract—Multimedia event detection aims to precisely retrieve
videos that contain complex semantic events from a large pool.
This work addresses this task under a zero-shot setting, where
only brief event-specific textural information (such as event
names, a few descriptive sentences, etc.) is known yet none
positive video example is provided. Mainstream approaches
to tackling this task are middle-level semantic concept-based,
where meticulously-crafted concept banks (e.g., LSCOM) are
adopted. We argue that these concept banks are still inadequate
facing video semantic complexity. Existing semantic concepts
are essentially first-order, mainly designed for atomic objects,
scenes or human actions, etc. This work advocates the uti-
lization of high-order concepts (such as subject-predicate-object
triplets or adjective-object). The main contributions are two-fold.
First, we harvest a comprehensive albeit compact high-order
concept library through distilling information from three large
public datasets (MS-COCO, Visual Genome, and Kinetics-600),
mainly related to visual relations and human-object interactions.
Secondly, zero-shot events are often only briefly and partially
described via textual input. The resultant semantic ambiguity
makes the pursuit of the most indicative high-order concepts
challenging. We thus design a novel query-expanding scheme
that enriches ambiguous event-specific keywords by searching
over either large common knowledge bases (e.g., WikiHow) or
top-ranked webpages retrieved from modern search engines. This
way sets up a more faithful connection between zero-shot events
and high-order concepts. To our best knowledge, this is the
first work that strives for concept-based video search beyond
first-order concepts. Extensive experiments have been conducted
on several large video benchmarks (TRECVID 2013, TRECVID
2014, and ActivityNet-1.3). The evaluations clearly demonstrate
the superiority of our constructed high-order concept library and
its complementariness to existing concepts.

Index Terms—Multimedia event detection, zero-shot learning,
high-order concept

I. INTRODUCTION

With the increasing ubiquity of video-capturing devices
and social media, an enormous number of user-generated
videos have been uploaded to the Internet. These videos often
capture daily-life events with varying semantic complexities.
To intelligently understand and search events presented in a
video, the task of Multimedia Event Detection (MED) [1]
has been proposed and attracted tremendous attention from
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Fig. 1. Illustration of the deficiency of first-order information in zero-shot
event detection. We list two complex events: “Attempting a bike trick” and
“Horse riding competition”. The first presented video is a true example of the
query event. The second one is a highly-ranked false example retrieved by
leveraging first-order concepts. The left column represents the relevant first-
order concepts for the query event. See the main text for more explanation.

researchers. Given a specific event, the goal of MED is
to retrieve most semantically-related videos from a large-
scale multimedia corpus. Compared with traditional semantic
concept detection task, MED is more challenging with major
complications from the compositional essence of a multimedia
event. A typical high-level multimedia event is composed of
a large number of atomic objects, scenes, human-to-object
or human-to-human interactions, etc. For instance, the event
“marriage proposal” can be evident by identifying a few
indicative concepts, such as ring (object), restaurant (scene),
and hugging (action).

In recent years, a variety of approaches [2], [3], [4], [5],
[6] have been proposed to address the MED task. A majority
of existing works have assumed the availability of sufficient
annotated positive video examples for all interested events. For
example, in a typical setting of the TRECVID MED compe-
tition [1], [7], a toolkit with 100+ positive videos per event
and corresponding event-level textual description is provided
for the model-training purpose. The sufficiency of training
data ensures the good generalization ability of learned models.
However, conducting video annotation is tedious and time-
consuming, which hinders the wide coverage of annotated
video events. In real-world scenarios, users of a MED system
are often allowed to search an arbitrary event. Considering the
tremendous number of possible event categories, it is infeasible
to train a separate detector for each event in advance. In
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fact, a large body of user-generated videos on social media
are typically unlabeled or come with weak noisy accom-
panying text. Therefore, detecting events without leveraging
any labeled training data, called zero-shot multimedia event
detection [8], [9], [10], has been strongly motivated and serves
as a promising technique in video analysis.

In current literature, the dominating models for zero-shot
multimedia event detection are semantic concept-based. Since
no annotated video examples are available, the major challenge
of zero-shot multimedia event detection is bridging the (typi-
cally succinct) event description and diverse video content. In
practice, existing mainstream methods represent a video with
a few middle-level attributes (concepts). Importantly, these
semantic concepts are often pre-trained using external data
sources and expected to generalize well to many applica-
tion domains. The querying events are also mapped to the
concept library, possibly with varying relatedness scores for
different concepts. This way formulates the task of zero-shot
multimedia event detection as concept mapping and matching
and thereby enables detecting video events with zero-effort of
data labeling. For a variety of events, this method proves to
be highly feasible since the pre-trained concepts are usually
meticulously chosen for comprehensively describing some
complex events in a collective manner.

There are two main deficiencies in all existing works that
clearly motivate our work:

First, most of them detect events based on first-order con-
cepts like objects and scenes. High-order information such
as the visual relationships between objects has been rarely
explored in current works. We argue that first-order concepts
lack enough semantic information and predictive power for
detecting a complicated event. Some examples are shown in
Figure 1. Even all the objects and scene concepts (people,
bicycle, and outdoor) relevant to the querying event (“At-
tempting a bike trick”) are precisely detected, the retrieved
videos are irrelevant. Obviously, the system cannot distinguish
relevant videos without leveraging discriminative high-order
information (person-jump-bicycle).

The second deficiency is how to find semantically relevant
concepts, which are crucial for concept-based methods. Irrele-
vant concepts will bring poor detection performance. Existing
methods tackle concept selection by matching event name
or pre-defined event description with all concepts. However,
both event name and pre-defined description have inadequacy
for concept selection. Event names usually cannot compre-
hensively represent the semantics of an event, resulting in
the omission of some related concepts. Although the event
description provides some vital clues for event detection,
it needs to be defined by users in advance, which is very
inconvenient and cumbersome in real-world scenarios.

To solve the first problem mentioned above, this work
constructs a comprehensive concept library of high-order
concepts. This idea is inspired by EventNet proposed in
[11]. In specific, there are two different types of concepts in
our concept library: visual relationship and complex human
actions. Especially, for the visual relationship concepts, we
resort to two large public datasets: MS-COCO [12] and Visual
Genome [13]. Both of them involve detailed descriptions of

image contents. By parsing this textual information with the
help of NLP tools [14], we obtain a bulk of relationship
triplets. After that, we propose a clustering-based approach
to mine semantic concepts. As for human action concepts, we
adopt the large human action dataset: Kinetics [15], which are
widely used in action recognition. Finally, we train a detector
for each concept.

Additionally, we propose a practical zero-shot detection
framework to address the concept selection problem. The
whole framework can be decomposed into three independent
modules and only take event name as input. The first compo-
nent harnesses large common knowledge bases to expand the
query event, and thereby we can obtain a more comprehensive
semantic expression of an event. The second component
matches the expansion results with our high-order concept
library by calculating the semantic similarities between them
and picks out related concepts for the query event. Matching
based on the expansion results helps to discover concepts
that cannot be obtained from the event name. The third
component leverages the selected concepts to retrieve the most
relevant videos from the video corpus. Since no pre-defined
information is required, the entire detection framework can be
applied to any unseen event category.

Briefly, our contributions can be summarized as below:
1) As the first work of its kind, we explore high-order

concepts in the zero-shot video event detection task. An
extensive high-order concept library of the visual relationship
and human action is constructed and proven effective in our
experiments.

2) We propose an effective framework to detect complex
multimedia events. The framework expands the event query
by searching large common knowledge bases and can be
applied to any unseen event. Competitive performance on
TRECVID [7], [16] and ActivityNet-1.3 [17] benchmarks
prove the superiority of our approach.

The remainder of this paper is organized as follows: Sec-
tion II reviews the related works on MED task and analyzes the
deficiencies of these methods. Section III provides the details
of constructing high-order concept library. Section IV presents
our concept-based framework for zero-shot event detection.
The experimental analysis and performance are presented in
Section V. Finally, the paper is concluded in Section VI.

II. RELATED WORK

Several lines of research are highly related to our work:
Zero-shot learning: Zero-shot learning (ZSL) aims to rec-

ognize or detect unseen samples during testing. The idea is to
learn from seen samples and then transfer the knowledge to
unseen samples with the use of semantic information. There
are two types of semantic information widely used in ZSL,
including common attributes and word embeddings of seen
and unseen classes. Common attributes are descriptions of
samples, including size, shape, color, etc. Attributed methods
such as [18], [19] pre-learned a set of attribute classifiers
from seen samples and recognized unseen samples based on
their attribute representations. Since it is time-consuming to
train each attribute classifier independently, Akata et al. [20]
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proposed an attribute label embedding approach that takes
all attributes as a whole to tackle this problem. Although
attribute-based ZSL methods have gained promising results,
common attributes are usually defined by human experts. To
reduce manual annotation of common attributes, there are
some ZSL methods such as [21], [22] based on unsupervised
word embeddings. For example, Bucher et al.[23] proposed an
approach that generates visual features from word embedding
to tackle the zero-shot semantic segmentation task.

Zero-shot Multimedia Event Detection: Video event de-
tection (or multimedia event detection) [24], [25], [26], [27]
aims to retrieve videos based on semantic similarity to the
given event description. Event detection systems usually first
extract and quantify features to get the video feature rep-
resentation, then training classifiers with labeled data [28].
Various features such as SIFT [29], trajectory feature [30]
are widely used in event detection methods. With sufficient
training data, event detection methods [31], [32], [33], [34] can
achieve excellent performance. However, when some events
only have few or no positive training examples, the detection
performance tends to degrade dramatically. On account of
labeled multimedia content is scarce, Ma et al. [35] proposed
a knowledge adaptation approach that only uses few positive
examples. In order to further reduce the dependence on labeled
samples, some works [9], [10], [36] focus on zero-shot setting
where no labeled training example is provided. Most zero-shot
event detection methods are based on the idea that events can
be detected with the help of individual concept responses. Ye
et al. [11] generated concept-based representations of videos
based on a large concept library. Chang et al. [37] evaluated
the semantic correlation of concepts then fuse the individual
concept scores with the help of a rank aggregation framework.
Li et al. [10] introduced a novel integration algorithm to
effectively exploit the event-concept relevance by assigning
adaptive weights to different concepts. To further enhance
the representative capacity of semantic concepts, Zhang et
al. [36] proposed a well-designed ranking aggregation algo-
rithm. However, all these related works suffer from the seman-
tic insufficiency and fuzziness of first-order concepts, which
severely deteriorate the detection performance. By contrast, we
try to address this deficiency by exploiting the great potential
of high-order concepts and propose a novel concept matching
framework.

Concept learning: Visual concept detection is a vital task
in the computer vision field. [38] investigated a higher-order
pooling strategy that aggregates over co-occurrences of visual
objects. [39] tried to utilize external knowledge to expand
the concepts detected by the visual classifier. In recent years,
some recent development [40], [41] tended to use scene-graph
to represent the high-order concept information in Images.
Furthermore, there has been much work [9], [42] that explored
the concepts detection in the zero-shot scenario. Generally,
Complicated multimedia events can be composed of several
middle-interpreted semantic concepts. Consequently, concept
learning methods have been widely concerned by researchers
in the multimedia field. A lot of researches [43], [44] inves-
tigated the semantic concepts for detecting events in video
data. Inspired by the achievements of previous studies, our

work discovers high-order concepts based on three large public
datasets, which precisely reflect the semantic information of
multimedia events.

III. CONSTRUCT CONCEPT LIBRARY

As mentioned above, in most cases, first-order concepts
(e.g., objects and scenes) lack enough representative capacity.
Therefore, we plan to leverage high-order information. To this
end, a comprehensive large concept library is constructed,
which contains two types of concepts: visual relationship and
human action. Specifically, for the action concept, we directly
adopt Kinetics [45], which is a large human action video
dataset. For the relationship concept, we resort to two large im-
age datasets: MS-COCO [12] and Visual Genome [13], which
contain detailed descriptions for interactions and relationships
between objects in an image. By fully mining this visual
information, a bulk of relationship concepts are generated.
Next, we will describe the construction procedures in detail.

A. Discovering Relationship Triplet

Visual relationships between objects offer a comprehensive
visual content understanding beyond objects. We accomplish
the construction of a high-level concept library by mining
existing visual-text data corpus rather than building it from
scratch. The chosen datasets include Visual Genome and MS-
COCO. The former has already provided manually-annotated
relationship triplets for each image. However, in the MS-
COCO dataset, only five short textual captions are available for
each image. It is thus desired to devise a scheme for distilling
representative triplets from the raw captions. To this end, we
utilize Stanford CoreNLP tools [14] to perform syntactic pars-
ing on each image description. For each image caption, a de-
pendency parse tree is generated that reflects the grammatical
relationships among different sentence components. Phrases
with 〈subject-predicate-object〉 syntax in the dependency tree
are identified and extracted as potential relationship triplets.
Overall, each image is found to be associated with an average
of roughly 10 relationships in the MS-COCO dataset and 18
relationships in the Visual Genome dataset.

B. Mining Semantic Concept

Through the previous step, massive triplet-style relation-
ships can be extracted from image captions. However, the
collection of raw relationships unavoidably suffer from redun-
dancy and noise, mainly caused by the variety of descriptions
in natural language. In particular, different visual relationships,
such as 〈bicycle, park on, road〉 and 〈bike, sit on, street〉, may
actually convey very similar semantic meaning. In order to
filter out semantically near-duplicate concepts and obtain a
more concise concept library, we here propose an effective
albeit simple clustering-based approach, described as below:

Step I: relationship triplet encoding. A commonly-
adopted practice for evaluating the affinity among relationship
triplets is embedding them into some well-designed semantic
space and calculating the distance of semantic vectors, which
is typically linear and additive. To achieve this goal, we extract
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Fig. 2. Visualization of clustering results on the MS-COCO dataset. Due
to the limited space, only 100 clusters (represented by different colors) are
presented. We also show a specific triplet example for a cluster. Better viewing
if enlarging the image.

a language feature fli and a visual feature fvi as the semantic
embedding for each triplet ri.

To capture the fli, we directly borrow BERT [46] as the
workhorse. Other alternative contextualized representations
beyond BERT may operate similarly, yet we omit more
empirical comparisons. Practically, we treat each relationship
triplet ri as a single sentence and feed it into a Google-
released version of the BERT model. As a pre-processing
step, the input sentence is tokenized by WordPiece tokenizer
into an ordered token set 〈x1, ..., xn〉, where xk is a one-
hot encoding of the k-th token. The BERT model outputs a
sequence of hidden representations 〈z1, ..., zn〉. Importantly,
z1 (corresponding to [CLS] in implementation) is a vector
for conveying all-sentence context in a compressed manner.
Therefore, we directly treat z1 as the language feature fli ∈
R768 for ri.

The BERT model is essentially trained for text-processing
tasks. The resultant inter-phrase affinity is not ensured to be
precisely aligned with the true visual co-occurrence or visual
similarity. To compensate for the bias brought by the visual-
textual semantic gap, we propose to further extract a visual
feature fvi for a triplet ri. To this end, ResNet-18 [47] pre-
trained on ImageNet [48] is harnessed to generate a fixed-
length vector vj for each image, where vj is from the last
global average pooling layer. Then, the visual feature fvi ∈
R256 is calculated by:

fvi =
1

|Iri |
∑
j∈Iri

vj , (1)

where Iri is the image set corresponding to the relationship
triplet ri. After that, we generate the final triplet representation
fi by concatenating language and visual feature:

fi = L2Norm([fli; fvi]), (2)

where L2Norm(·) denotes L2 normalization and fi ∈ R1024.
Step II: semantic vector clustering. Based on the relation-

ship triplets and corresponding feature representations fi, we

construct a fully-connected affinity graph G = {R,E}, where
R denotes vertices, i.e., relation triplets, and E denotes edges.
Let ei,j denote the edge between ri and rj , its weight wi,j is
calculated by:

wij = exp

(
−
‖fi − fj‖22

2σ2

)
, (3)

where the parameter σ is empirically estimated from the
averaged pairwise distances.

To obtain a compact representation of high-order concepts,
we conduct a clustering procedure to split all concepts into
C groups. Spectral clustering [49] is adopted in our practice
since it also investigates the problem from a graph aspect and
admits a moderate time complexity (quadratic with respect to
the graph node number and linear to C). Importantly, choosing
an optimal value for target cluster number C is non-trivial. To
address this issue, we follow the intuition that a library with ∼
1000 concepts highly likely strikes a good balance between the
usefulness of each individual concept and the richness of data
annotation. We further opt for Silhouette Coefficient1, which
can quantify the consistency among different clusters and thus
serve as an index for adaptively determining the near-optimal
cluster number C∗. Specially, we determine C∗ according to:

C∗ = argmax
C

SC(C), (4)

where SC(·) is the Silhouette Coefficient for a specific number
of clusters C. Figure 2 presents a visualization of cluster
results on the MS-COCO dataset. It can be seen that relation-
ship triplets with similar meanings are grouped to the same
cluster with high probability. The action concepts are already
well-defined on Kinetics [45] dataset, therefore we omit the
clustering step.

C. Training Concept Detectors
Based on the results of semantic vector clustering, all

the relationship triplets are mapped into different clusters.
For each cluster, we select the data point closest to cluster
centroid and adopt its corresponding triplet ri as a relationship
concept. In general, our high-order concept library has 1,299
relationship concepts and 600 action concepts in total.

We train a detector fci(·) for each semantic concept ci.
To be specific, for the relationship concept, the ResNet-101
architecture [47] pre-trained on the ImageNet is adopted as a
visual feature extractor. We replace the last layer with a fully-
connected layer with a sigmoid function and adopt the binary
cross-entropy loss to train the relationship concept detector.
For the action concept, we utilize the I3D [50] architecture
pre-trained on Kinetics to capture actions in the video. These
concept detectors will yield probability distributions that re-
flect the appearance confidence of a given concept. Finally,
our high-order concept library can be formulated as L:

L = {(ci, fci(·))}i=1,2,...,J (5)

where ci is the textual name of i-th concept, fci(·) is the
corresponding concept detector, J is the size of our high-order
concept library.

1https://en.wikipedia.org/wiki/Silhouette (clustering)

https://en.wikipedia.org/wiki/Silhouette_(clustering)
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Fig. 3. Illustration of our proposed method for zero-shot video event detection. The overall framework only takes event name as input and contains three key
components: Event Query Expansion, Concept Matching and Selection, Video Retrieval. See the main text for more explanation.

IV. ZERO-SHOT EVENT DETECTION

The architecture of our approach for zero-shot video event
detection is illustrated in Figure 3. Given a multimedia event
e, the overall framework only takes the event name eξ as input
and retrieves the most related videos from the video corpus.
In a nutshell, the complete procedure is split into three major
components: event query expansion, concept matching and
selection, and video retrieval. The framework firstly expands
the event name through searching large external knowledge
bases to enrich the textual description of an event query. After
that, the results of query expansion are used to match our
concept library. The most relevant concepts will be chosen.
The last component scores the videos with selected concepts
and produces a ranking list.

A. Event Query Expansion

The event name is often brief and ambiguous, lacking
sufficient information to describe the event content. Take the
event “cleaning an appliance” as an example, the definition
of an appliance includes microwave, dishwasher, refrigerator,
stove, etc. The cleaning operation usually contains “use a
towel”, “wash hands”, etc. However, all the above-mentioned
information is not included in the event name. In order to
enrich the event representation and ameliorate the concept
mismatch problem in existing works, we expand the origin
event name eξ to several semantically related terms through
external common knowledge bases. The whole expanding
procedure is illustrated in Figure 4. This involves the following
sub-steps:

Construct event-related corpus. To obtain abundant de-
scriptive information related to event e, we resort to the Inter-
net knowledge bases: WikiHow2 and Google Search. WikiHow
is an online wiki-style community containing extensive how-to
articles in regard to daily life. The event name eξ is searched
on the WikiHow website to get the corresponding articles.
Specifically, when the event name is a sub-string of the title
of one returned article, it is kept for future use. In addition,
we also query event name through the Google search engine
and select the top-10 most relevant articles. All these selected
articles are crawled from the website, and we can obtain an
article set Ae. These articles constitute a corpus that contains
useful information such as actions and relationships related to
the event.

Generate the query items. Generally, each event name
is a short phrase that consists of several words. We extract
several query terms from the initial eξ. Especially, the Part
Of Speech (POS) analysis is firstly conducted on the lem-
matized event name. Then, items with nouns, verb+nouns, or
adjective+nouns grammatical form are extracted based on the
POS tags, and we keep these as the query items for subsequent
expansion, which is denoted as Qe. For example, for the event
“Changing a vehicle tire”, the generated queries are [vehicle,
tire, vehicle tire, change vehicle tire].

First-order query expansion. For each query qe in Qe,
it’s firstly expanded with low-level information (e.g., objects
and scenes relevant to the event) by searching in two large
knowledge bases: WordNet [51] and ConceptNet5 [52]. When
expanding from WordNet, only the hyponyms and synonyms

2http://www.wikihow.com/Main-Page

http://www.wikihow.com/Main-Page
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Term                  score
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Filter terms 

using score

MergeTerm                  score

birthday               1.56
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celebration           0.93

gift                       0.77

…

Fig. 4. Illustration of the query expansion procedure of a specific event “birthday party”.

of qe are taken into consideration. With respect to Concept-
Net5, all concepts with the relation RelatedTo, CapableOf,
AtLocation, UsedFor to the query qe are selected. Finally,
we harvest a wide range of semantically similar items, which
is denoted as Te. The expanded Te will inevitably include
redundant information. To distill contents that have a strong
relationship with the event, we assign a correlation score for
each element te in Te based on frequency and relatedness. To
be specific, the correlation score of te is calculated as follows:

Corre(te) = (1 + tf(te)) ·R(te, qe) (6)

where tf(te) is the term frequency of expanded term te in
article set Ae. R(te, qe) is the relatedness of te and its origin
query qe, which is calculated through the ConceptNet REST
API3. Based on the Corre(te), we collect the top-m terms
to form the first-order expansions, denoted as Elow,e. As an
example, the first-order expansions for the event “Marriage
Proposal” are “bended knee”, “ring”, “romantic”, etc.

High-order query expansion. Intuitively, high-order
phrases contain richer semantic information and thus may
ameliorate the concept matching process. Therefore, the query
event is further expanded with high-order information by
extracting verb-noun phrases from the article set Ae based
on the first-order expansion results. For example, based on
“ring” in Elow,e, we extract phrases such as “put the ring on
her finger”, “slip the ring box”, etc. The detailed expanding
procedure is presented in Algorithm 1. The high-order ex-
pansion Ehigh,e is merged with Elow,e to constitute the final
semantic representation of event e, denoted as Ee. Each term
ζj in Ee has a correlation score Corre(ζj).

B. Concept Matching and Selection
In concept-based video event detection, it is a crucial

step to map the user-generated event query to an internal,
concept-based representation. To this end, we first evaluate the
semantic similarity between expansion results Ee and concepts
in constructed concept library L. For each concept ci and
expansion item ζj , the cosine similarity between them is
computed by:

sim(ci, ζj) =
θ(ci)

T θ(ζj)

‖θ(ci)‖‖θ(ζj)‖
, (7)

3https://github.com/commonsense/conceptnet5/wiki/API

Algorithm 1 High-order Query Expansion
Input: the event name eξ; the first-order expansion Elow,e;

the article set Ae;
Output: the high-order expansion Ehigh,e;
1: Ehigh,e ← ∅;
2: Parse all articles in Ae and get a phrase set P;
3: for ζ in Elow,e do
4: for p in P do
5: if ζ is the sub-string of p then
6: calculate sim(eξ, p) using Eq.(7) as Corre(p);
7: if Corre(p) > ρ then
8: add p to set Ehigh,e;
9: return Ehigh,e

where θ(·) is the embedding function. We adopt the same
BERT architecture as θ(·) as in Section III. Then, the final
semantic similarity score si between the i-th concept and event
e is defined as:

si =

|Ee|∑
j=1

Corre(ζj) · sim(ci, ζj). (8)

The si indicates the extent to which the concept ci is
relevant to the query event e. Mainstream approaches choose
the top-k concepts by ranking si for an event. However, the
optimal number of concepts is difficult to determine with
respect to different events. As an example, for the event
“Tuning musical instrument”, the threshold k should be large
due to the variety of musical instruments. While for the event
“Attempting a bike trick”, there will not be so many related
concepts. Our method adopts a more robust strategy. The
concepts are firstly ordered based si in descending order. Then,
only concepts whose si are among top α% of all similarity
scores are remained. As a result, our method will select the
different number of concepts for different query events. The
value of α will be explored in subsequent experiments.

C. Video Retrieval

After concept matching and selection for the query event,
our framework retrieves the most related videos from the video

https://github.com/commonsense/conceptnet5/wiki/API


7

corpus based on pre-trained concept detectors. The whole
video retrieval procedure can be formulated as follows:

Sci,v = fci(X), (9)

Se,v = G(Sc1,v, Sc2,v, ..., Sck,v), (10)

where fci(·) is the pre-trained concept detector, X is the visual
feature of video. k is the total number of selected concepts,
Sci,v is the concept detection score. Se,v is the final event
detection score. G(·) is the aggregation function that combines
all the concept detection results.

Recall that we build two kinds of concept detectors in Sec-
tion III. For the relationship concept, we feed the keyframes of
a video to the detector to obtain the detection score on frame
level. The keyframes are sampled at the rate of one frame per
2s. For action concept, we decompose a video into segments of
length L with L/5 overlapping (e.g., L = 250). Then we apply
the detector to each segment and obtain the segment-level
detection score. A pooling operation is executed on the frame-
and segment-level results to get the whole video detection
score Sci,v . To make detection score for different concepts
on the same scale, we adopt a min-max normalization:

Sci,v =
Sci,v −minv Sci,v

maxv Sci,v −minv Sci,v
. (11)

It is worth noting that both semantic relatedness and dis-
crimination of a concept are crucial for event detection. The
semantic relatedness is denoted as si, which is calculated in
the previous procedure. The discrimination indicates the power
of a concept for discerning specific events. Take the event
“parking a vehicle” as an example, in our experiment, the
concept “driving car” has a high semantic relatedness to this
event, but it achieves high scores on a majority of videos.
Therefore, it lacks enough discriminative ability for detecting
this specific event. We should assign a smaller weight to it.
To balance the semantic relatedness and discrimination, we
design a weight wi for each score Sci,v . The wi has a similar
form to TF-IDF [56] weight:

wi = si · log
N

1 + |{Sci,v ≥ δ}|
, (12)

where N is the total number of videos in video corpus,
|{Sci,v ≥ δ}| is the amount of the video whose Sci,v ≥
threshold δ. The wi jointly considers semantic relatedness and
discrimination and suppresses the contribution of concept that
appears too frequently in all videos. We calculate the final
detection score Se,v by G(·):

G(Sc1,v, Sc2,v, ..., Sck,v) =

k∑
i=0

wiSci,v. (13)

By sorting all videos in a video corpus based on Se,v ,
our framework finally returns the event-relevant videos as a
response to the user query. Importantly, the concept detection
score Sci,v for any ci from the concept library can be calcu-
lated in an off-line manner. Before a new event query comes,
all videos in the database have their concept detection scores
computed and properly scaled according to Eq. 11. The run-
time computations thus mainly stem from the most relevant
concept selection and aggression as in Eq. 13.

V. EXPERIMENTS

In this section, we conduct extensive experiments on three
large video benchmarks. The comparisons with state-of-the-
art methods demonstrate the superiority of our constructed
high-order concept library and proposed detection framework.
Additionally, all source code and deep models for our proposed
high-order concept detection have been released for non-
commercial free use by the multimedia community. More de-
tails can be found at https://github.com/Rain-coder1/video zsl.

A. Experimental Setup

Since we focus on the zero-shot scenario, the overall de-
tection procedures are conducted without using any positive
examples. Next, we will introduce the setup of our experi-
ments.

Dataset. We adopt three large video benchmarks in our
experiments. (1) TRECVID 2013 Multimedia Event Detec-
tion (MED2013) [7]: It’s a large publicly available user-
generated video dataset for event detection released by NIST.
The whole dataset contains 20 pre-defined complex events.
We adopt its official test split, named MED13Test, which
includes around 25,000 unconstrained videos. (2) TRECVID
2014 Multimedia Event Detection (MED2014) [16]: Similar
to the MED2013 settings, MED14Test contains around 24,000
videos for 20 event categories (10 events overlapping with
MED2013 benchmark). (3) ActivityNet-1.3 [17]: To make
the experimental results more comprehensive, we include the
more recent ActivityNet-1.3 dataset, which contains 19,994
unconstrained videos that cover 200 different complex human
activities in daily life. We treat each activity label as an event
query and detect it separately from the whole dataset.

Concept Detectors. All the relationship and human action
concepts in our constructed high-order concept library L are
adopted in our experiments. In addition, we still leverage two
types of low-level concepts (ImageNet and Places [57]) to
explore the influence of incorporating concepts at different
semantic levels.

Evaluation Metrics. According to the official metric of
NIST, each event is detected separately. The whole framework
returns a ranked video list as the final detection result. The
average precision (AP) is adopted as the evaluation metric to
measure the detection performance of each event in the test
dataset. Eventually, the mean Average Precision (mAP) of all
event classes is calculated to evaluate the overall performance.

B. Performance Comparison

Comparison Methods. To demonstrate the advantage of
proposed method, we compare the event detection results
on the aforementioned benchmarks with existing state-of-the-
art works. For MEDTest 2013 and 2014 benchmarks, the
following methods is considered: Prim [8], Sel [58], Bi [59],
EventNet [11], Fu [8], PCF [37], DCC [9], TagBook [53],
CP [54], EACI [10], I-w2v [60],VSF [55] and GVC [36].
All these baselines are concept-based zero-shot event detection
methods. They utilize the first-order semantic concepts such

https://github.com/Rain-coder1/video_zsl
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TABLE I
COMPARISON RESULTS OF DIFFERENT METHODS ON MEDTEST 2013 DATASET. A LARGER MAP INDICATES BETTER PERFORMANCE.

MEDTest 2013
Event Name Prim[8] EventNet[11] PCF[37] TagBook[53] CP[54] GVC[36] VSF[55] Ours

Birthday party 7.6 9.5 16.3 15.5 15.4 - 24.6 23.2
Changing a vehicle tire 1.8 32.3 3.5 33.7 32.0 - 43.9 58.1
Flash mob gathering 37.3 0.5 43.4 17.4 27.1 - 14.5 6.5
Getting a vehicle unstuck 5.5 1.3 9.6 31.2 40.6 - 40.2 8.4
Grooming an animal 0.9 2.1 1.5 20.1 9.5 - 18.7 29.5
Making a sandwich 7.9 5.4 9.6 9.9 16.4 - 19.4 29.4
Parade 22.4 27.8 35.9 18.5 24.0 - 17.6 38.5
Parkour 2.2 18.6 4.5 21.5 11.2 - 26.1 70.1
Repairing an appliance 2.5 4.7 5.8 21.1 21.3 - 39.8 18.3
Working on a sewing project 1.5 1.1 1.2 9.8 8.9 - 30.8 50.2
Attempting a bike trick 2.2 1.1 3.3 6.6 6.1 - 8.8 18.0
Cleaning an appliance 0.8 3.4 1.5 2.3 2.6 - 8.2 6.8
Dog show 0.1 46.1 0.8 20.0 1.1 - 4.0 22.9
Giving directions to a location 2.5 0.1 4.1 0.5 0.8 - 0.6 1.6
Marriage proposal 0.2 0.7 0.7 0.3 0.5 - 0.3 3.8
Renovating a home 2.3 0.6 4.5 1.8 2.6 - 5.2 5.4
Rock climbing 14.7 7.5 21.3 2.6 3.6 - 1.6 6.6
Town hall meeting 1.5 16.7 3.4 14.8 3.5 - 1.9 15.7
Winning a race without a vehicle 13.6 0.1 19.8 9.9 10.1 - 9.4 20.6
Working on a metal crafts project 0.6 0.4 1.2 0.2 1.4 - 1.6 27.1

mAP (%) 6.4 8.9 9.6 12.9 11.9 15.3 15.9 23.1

as ImageNet (objects) and Places (scenes). Some of these
methods consider action concepts like Sports-1M [61] and
UCF-101 [62]. However, these datasets only contain sport-
related concepts, and are limited by smaller scale, lacking
enough discerning power for detecting complex multimedia
events. As for ActivityNet-1.3, since there is no related work
to study zero-shot event detection task on this benchmark, we
construct three baselines based on mainstream approaches (Bi-
Concept [59], I-w2v [60] and EACI [10]) for comparison.

Quantitative Analysis. We present the full experimental
results on the MED13Test benchmark in Table I and also
comparison results on MED14Test in Table II. For fair com-
parison, all results in Table I and Table II are cited from the
original papers. From the shown results, we can find that the
proposed method is consistently superior to all the state-of-the-
art baselines. Especially for the MED13Test benchmark, our
method outperforms the best baseline (VSF) by a large margin,
with the mAP increased from 15.9% to 23.1%. Moreover,
due to the full use of high-order information, our approach
achieves optimal results on most of the event categories.
Performances on the rest events are still comparable. The
mAP of event “Felling a tree” (Table II) significantly improves
compared to other baselines (7.3% v.s. 2.1% achieved by
Bi). The reason is that by query expansion, our method
discovers some vital information for detecting this event,
such as “using a chainsaw”. However, the compared baselines
detect this event mainly depending on the concept “tree”.
Obviously, this concept frequently appears in videos and lacks
enough discriminative power. Another reason for the better
performance of our method is that the selected concepts are
highly related to the query event. For example, for “Attempting
a bike trick” (Table I), we discover concepts like “jumping
bicycle”, “people riding a bike” and “falling off bike”, which
are crucial elements of this event.

The performance on event “Tailgating” (Table II) is not
so satisfactory since the query expansion module introduces
irrelevant information. This is mainly caused by the ambiguity
of its event name. The expansion results for “Tailgating” are
like “car collision” or “traffic accident”, while the event in
MED14Test indicates “tailgate party”. Moreover, we can also
observe that, for the event “Giving directions to a location”
(Table II), all the approaches achieve poor performance. This
is due to the fact that none of them take advantage of audio
features, which are more discerning than visual features for
detecting this event.

We also conduct experiments on ActivityNet-1.3 bench-
mark, Table III shows the comparison results. Due to the
limited space, we only present 20 complex events. From the
results, we can observe that our approach achieves significant
improvement on this benchmark compared with baselines that
leverage conventional low-order concept libraries. Among all
the listed baselines, Bi [59] has the worst performance. This is
reasonable since it only leverages atom concepts like objects
and scenes. In contrast, I-w2v [60] and EACI [10] borrow
more action information that contributes to detecting sports-
related events (see the last three rows in Table III). Besides,
the mAP of our approach on the ActivityNet-1.3 benchmark
is much higher than that on TRECVID 2013 and 2014.
This is because events on the TRECVID dataset are more
complex and have higher semantics compared to ActivityNet-
1.3. Moreover, our concept library has some concepts that
exactly match events on ActivityNet-1.3.

By summarizing all experimental results, we can conclude
that our approach is competitive for the task of zero-shot event
detection. It is worth mentioning that unlike numerous existing
works that request a pre-defined textual description of the
event query, our approach only takes a brief event name as
input but performs the best.
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TABLE II
COMPARISON RESULTS OF DIFFERENT METHODS ON MEDTEST 2014 DATASET. A LARGER MAP INDICATES BETTER PERFORMANCE.

MEDTest 2014
Event Name Sel[58] Bi[59] Fu[8] PCF[37] DCC[9] EACI[10] I-w2v[60] GVC[36] Ours

Attempting a bike trick 3.0 2.6 4.0 4.6 6.4 12.8 6.2 7.9 18.0
Cleaning an appliance 1.0 0.8 1.5 1.5 2.9 5.5 6.2 3.6 8.0
Dog show 36.9 35.2 40.9 41.8 44.3 65.5 76.6 46.8 23.7
Giving directions to a location 3.8 3.0 4.9 4.9 6.1 4.8 0.6 7.7 1.7
Marriage proposal 0.8 0.6 1.4 1.0 1.3 1.0 1.0 1.9 4.2
Renovating a home 1.6 1.3 3.0 2.7 4.2 5.0 0.2 5.7 6.3
Rock climbing 13.6 12.5 16.3 16.5 19.6 20.4 30.9 21.5 12.6
Town hall meeting 0.7 1.1 2.0 2.3 4.0 10.7 14.8 5.3 16.1
Winning a race without a vehicle 10.7 12.2 14.9 14.8 17.7 21.3 2.1 16.8 15.0
Working on a metal crafts project 0.6 0.5 1.0 0.5 0.5 1.3 0.5 0.7 27.3
Beekeeping 53.2 45.9 69.7 72.6 77.5 10.0 62.0 79.1 79.6
Wedding shower 5.9 4.4 8.5 8.7 11.4 6.7 0.5 10.8 2.5
Non-motorized vehicle repair 20.2 18.5 22.2 23.3 26.6 38.6 0.6 28.3 50.2
Fixing musical instrument 0.5 0.4 0.8 0.8 0.9 4.7 14.7 1.1 9.9
Horse riding competition 13.3 11.1 16.7 18.7 21.8 31.0 11.9 23.1 39.7
Felling a tree 2.6 2.1 3.4 3.8 5.5 3.5 4.2 7.2 7.3
Parking a vehicle 4.5 3.8 6.9 6.8 8.5 15.3 22.0 9.6 2.9
Playing fetch 0.7 0.6 1.2 2.3 2.9 4.9 0.1 2.6 3.2
Tailgating 0.6 0.4 0.8 0.9 2.3 11.4 23.2 1.9 0.4
Tuning musical instrument 1.0 0.7 1.6 1.8 3.1 5.3 5.2 3.7 8.5

mAP (%) 9.6 7.9 11.1 11.4 13.4 14.0 14.2 14.7 16.8

TABLE III
COMPARISON RESULTS OF DIFFERENT METHODS ON ACTIVITYNET-1.3

DATASET. A LARGER MAP INDICATES BETTER PERFORMANCE.

ActivityNet-1.3
Event Name Bi [59] I-w2v [60] EACI [10] Ours

Changing car wheel 19.6 0.5 18.2 72.8
Putting on makeup 0.5 4.7 0.8 43.6
Making an omelette 6.3 0.3 5.3 25.4
BMX 14.1 92.9 94.7 75.9
Painting furniture 10.4 7.3 8.1 5.4
Assembling bicycle 17.4 18.8 20.2 67.1
Mixing drinks 14.6 0.7 0.7 17.1
Fixing the roof 8.1 3.5 12.7 22.7
Cutting the grass 0.6 8.5 6.4 37.4
Trimming branches 0.5 1.8 0.4 21.3
Getting a haircut 8.5 0.6 11.9 70.4
Cleaning sink 5.7 0.3 1.8 22.9
Doing motocross 4.8 63.6 56.5 61.0
Hanging wallpaper 0.5 0.8 1.1 21.0
Clipping cat claws 64.5 0.3 59.8 43.3
Disc dog 9.5 82.4 91.2 53.7
Making a cake 7.3 20.6 5.4 44.6
Layup drill in basketball 0.4 33.7 29.7 25.2
Snow tubing 0.7 15.3 13.5 13.4
Doing kickboxing 0.5 38.5 55.9 19.7

mAP (%) 8.0 22.6 27.9 57.6

Qualitative Analysis. To intuitively present the perfor-
mance of the proposed method, we visualize the qualitative
results of some event examples in Figure 5, including the top-
ranked videos and the most related concepts. To save space,
we only present ten events and their top-5 ranked videos. It can
be seen that the videos retrieved by our method are accurate
and visually related to the event query. Besides, the discovered
concepts for these events are very reliable and discriminative.
For instance, for the event “Grooming an animal”, we discover
the concepts “bathing dog”, “cutting nails”, “woman holds a
dog”, etc., which are crucial clues.

C. Ablation Studies

To isolate the contribution of different parts in our method,
we conduct some ablation studies to verify the effectiveness
of two key components: Event Query Expansion, Concept
Matching and Selection.

TABLE IV
ABLATION EXPERIMENT RESULTS OF COMBINING DIFFERENT PARTS OF

EVENT EXPANSION MODULE ON THREE BENCHMARKS.

Methods mAP (%)
MED13Test MED14Test ActivityNet-1.3

Event Name 8.7 6.5 44.6
Only First-order 18.8 13.9 55.3
Only High-order 22.0 16.3 48.5

All 23.1 16.8 57.6

Event Query Expansion. The semantic ambiguity of event
name makes matching high-order concepts challenging. There-
fore, the query expansion module is leveraged for enriching
the textual description of an event query, which is helpful
for discovering the most related concepts, especially for the
event whose name contains scarce information. To explore
the influence of different parts (first-order and high order
expansion) in the query expansion module on the overall
performance, we ablate it from the entire framework.

The comparison results are listed in Table IV. It can be
seen that the detection performance on all three benchmarks
has dropped significantly compared with directly using event
name (e.g.,from 23.1% to 8.7% on MED13Test). Moreover,
both first-order and high-order expansion significantly surpass
event name and alleviate the concept mismatch problem, while
the latter contributes more to boost detection performance. The
reason is that high-order expansion brings some phrases with
richer semantic information, which is conducive to matching
more relevant high-order concepts. The combination of these
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         ×

   

Birthday Party Flash Mob Gathering

Grooming an Animal Working On a Metal Crafts Project

blowing out candles,  children eat cake,  celebrating,  popping balloons dancing macarena,  square dancing,  group of people on street

bathing dog,  petting cat,  cutting nails,  woman hold a dog welding,  bending metal,  making horseshoes,  using a wrench

 

Getting a Vehicle Unstuck Tuning Musical Instrument

wading through mud,  driving car,  shoveling snow,  people push car playing guitar, tapping guitar, playing organ, playing keyboard
 

   

    ×

Assembling Bicycle

Making a CakeCleaning Sink

assembling bicycle, fixing bicycle, man stand with bicycle, riding a bike

making a cake,  eating cake,  cake on plate, piece of cake, woman in kitchencleaning toilet, washing dishes, washing hands, sink in bathroom 


  

Getting a Haircut

combing hair, curling hair, fixing hair, washing hair, woman dry hair 

 

Fig. 5. Visualization of the top-5 ranked videos and the most relevant concepts for some event queries on larger video benchmarks. True/False labels are
marked at the left bottom of each video frame.

TABLE V
TOP 5 SELECTED CONCEPTS FOR SOME EVENT QUERIES WHEN USING

EVENT NAME AND EXPANSION.

Event Query Use Event Name Use Event expansion

Flash Mob Gathering

dodgeball square dancing
hockey stop dancing macarena

mushroom foraging people on street
popping balloons mosh pit dancing

throwing water balloon singing

Renovating a home

man at home plastering
decorating christmas tree using a paint roller

building sandcastle man at home
base jumping laying tiles
dyeing hair installing carpet

Felling a tree

trimming trees trimming trees
people near tree climbing tree

climbing tree throwing axe
climbing a rope sawing wood

sawing wood using circular saw

two expansions (the last row) achieves the optimal perfor-
mances, which demonstrates the effectiveness of the query
expansion module.

We present the top 5 matched concepts of different settings
in Table V. It shows that, with the help of expansion, concepts

in the third column are highly relevant and reasonable with
respect to query events. For instance, the concepts “using a
paint roller”, “laying tiles”, are indeed related actions when
renovating a home. However, we can only obtain noisy or
irrelevant concepts by directly leveraging the event name.

Influence of Concept Type. To explore the impact of
different concept types, we adopt several concept combi-
nations: (1) Object+Scene: use object and scene concepts
(ImageNet+Places). (2) Relation: use relationship concepts in
constructed concept library. (3) Action: use action concepts
in constructed concept library. (4) Relation+Action: use the
whole high-order concept library. (5) All: use all concept
types. The results are presented in Table VI.

Carefully comparing the results in Table VI, we can make
the following observations: (1) As expected, first-order con-
cepts achieved the worst detection performance. The reason is
that atom objects and scenes are usually not the key clues to
distinguish a complex event. For example, we cannot simply
conclude the event “Felling a tree” just because a tree is
detected in videos. (2) Comparing the results of relationship
and action concepts, we conclude that action concepts make
mainly contribution to detection performance. This is because
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TABLE VI
COMPARISON RESULTS OF ZERO-SHOT EVENT DETECTION WITH
DIFFERENT CONCEPT COMBINATIONS ON THREE BENCHMARKS.

Concept Category mAP (%)
MED13Test MED14Test ActivityNet-1.3

Object+Scene 7.2 9.8 5.7
Relation 11.1 10.6 9.0
Action 20.7 14.0 56.1

Relation+Action 21.4 15.1 57.3
All 23.1 16.8 57.6
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Fig. 6. The impact of different values of m and ρ for experimental
performance on MED13Test benchmark.

relationship concept detectors are trained based on images,
lacking the ability to utilize temporal information in videos.
In addition, our relationship concepts are obtained through
clustering all relationship triplets. The noisy information in
each cluster will inevitably degrade detection performance. (3)
Nonetheless, our method obtains the best performance when
combining two different types of concepts. Therefore, our
proposed high-order concepts are indeed very comprehensive
when collaboratively representing complex events. (4) Includ-
ing object and scene concepts can slightly improve perfor-
mance, which clearly demonstrates the complementariness of
first-order concepts to our high-order concepts.

D. Parameter Sensitivity Studies

In this part, we perform a series of related experiments
to explore the effect of different parameter settings of our
proposed framework.

The impact of parameters in query expansion. There
are two hyper parameters in our query expansion module:
m and ρ. The parameter m is utilized for controlling the
number of first-order expansion terms. And ρ is the threshold
for filtering irrelevant noise in the high-order expansions. We
conduct experiments on the MED13Test benchmark to explore
the influence of different (m, ρ) values. From the results
presented in Figure 6, we can see that the optimal values is
m = 10, ρ = 0.85. A lower ρ and a higher m will bring
irrelevant noise and deteriorate the performance.

The impact of α%. In the concept matching and selection
module, only the concepts whose similarity score si are more
than α% of the highest one are remained. The quantitative
results of different α% on three benchmarks are shown at
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Fig. 7. The impact of different values of α% and δ for experimental
performance on three video benchmarks.

the top of Figure 7. It can be seen that our method achieves
optimal results at different α% with respect to per benchmark.
It is worth noting that, for MED13Test and MED14Test,
the performance first increases and then decreases as α%
decreases. This is because a higher value of α% will produce
fewer concepts, which cannot capture the full semantics of an
event. When the α% decreases, it will involve many irrelevant
concepts and deteriorate the performance. However, for the
ActivityNet-1.3 benchmark, the mAP keeps decreasing as α%
getting smaller. A possible reason is that the semantic level
of the event in this benchmark is relatively low and does not
require excessive concept representation.

The impact of the weight in Eq.(12). Recall that wi is the
weight for aggregating concept detection scores in the video
retrieval module. We explore the threshold δ in Eq.(12) and
the results are shown at the bottom of Figure 7. It’s worth
noting that when δ = 0, we don’t use weight wi and directly
sum the concept detection scores, which deteriorates the mAP
a little. The comparison results validate the effectiveness of
wi for balancing semantic relatedness and discrimination of
different concepts. Moreover, when the value of δ increases,
the overall performance basically does not change much, so
we adopt the best set (δ = 0.6) in all other experiments.

VI. CONCLUSION

In this paper, we highlight the high-order semantic concepts.
By fully exploiting three large public datasets, we harvest
a comprehensive albeit compact high-order concept library.
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Besides, we propose a novel query-expanding scheme by
searching several large common knowledge bases, which can
map an event query to these high-order concepts. To our best
knowledge, this paper is the first attempt in the multimedia
community that explores high-order semantic concepts for the
zero-shot event detection task. Our experiments report signif-
icant improvement on several standard benchmarks compared
with conventional low-order concept libraries.
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